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Primary damage production in the presence of extended defects and growth of vacancy-type
dislocation loops in hcp zirconium
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Production rates in long-term predictive radiation damage accumulation models are generally considered
independent of the material’s microstructure for reactor components. In this study, the effect of preexisting
microstructural elements on primary damage production in α-Zr—and vice versa—is assessed by molecular
dynamics (MD) simulations. a-type dislocation loops, c-component dislocation loops, and a tilt grain boundary
(GB) were considered. Primary damage production is reduced in the presence of all these microstructural
elements, and clustering behavior is dependent on the microstructure. Collision cascades do not cause a-type
loop growth or shrinkage, but they cause c-component loop shrinkage. Cascades in the presence of the GBs
produce more vacancies than interstitials. This result, as well as other theoretical, MD, and experimental
evidence, confirms that vacancy loops will grow in the vacancy-supersaturated environment near GBs. Distinct
temperature-dependent growth regimes are identified. Also, MD reveals cascade-induced events where a-type
vacancy loops are absorbed by GBs. Fe segregation at the loops inhibits this cascade-induced absorption.
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I. INTRODUCTION

Long-term exposure to radiation causes structural damage
and limits the lifetimes of nuclear reactor components, many
made from Zr alloys. Irradiation-induced point defects re-
arrange to form point-defect clusters, dislocation loops, and
voids [1]. In particular, in Zr alloys c-component loops are
believed to have a significant impact on irradiation growth
and irradiation creep as well as the degradation of mechanical
behavior [2]. In addition, the formation and distribution of
irradiation-induced point defects are determined by the mate-
rial’s prior microstructure [3]. For instance, early experiments
by Griffiths et al. [4] on neutron-irradiated Zr show that
interstitial loops were estimated to make up about 25% of the
total dislocation loops observed near grain boundaries (GBs),
for a 2–3-μm grain size.

Irradiation damage of Zr alloys has been extensively stud-
ied using transmission electron microscopy (TEM) [5], x-ray
analysis [6], and positron annihilation spectroscopy [7]. How-
ever, these experimental instruments have limitations in pro-
viding detailed information in regards to the nanosize defects
that form during picosecond collision cascades. Thus, differ-
ent computational and modeling techniques such as molecular
dynamics (MD), kinetic Monte Carlo (kMC), and rate theory
have been applied to various size- and timescale problems.

Given the small MD time steps—typically ∼1 × 10−15 s,
and as small as 1 × 10−18 s in collision cascade simulations—
the evolution of radiation-induced damage that can be taken
into account by MD is of the order of a few tens of nanosec-
onds. There are three main stages to primary damage pro-
duction that take place over a few picoseconds: a supersonic
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phase, a sonic phase, and a thermally enhanced recovery phase
[8]. MD is well suited to making physically valid predictions
over these timescales, within the limits of the choice of
interatomic potentials (see Refs. [9–13] for discussions about
designing potentials for cascade simulations); MD can also
uncover atomistic phenomena that take place on timescales
of a few nanoseconds, revealing relevant mechanisms that
should be included in kMC and rate-theory models, such as
one-dimensional (1D) and three-dimensional (3D) diffusion
of defects [14–16], or interaction of point defects, defect
clusters, and extended defects such as dislocation loops and
line dislocations [17–19].

To calculate damage accumulation and evolution over
longer timescales, the results of these MD simulations–
damage production rates and clustering behavior—are typi-
cally used as inputs in kMC and rate-theory based models. For
example, Arévalo et al. [20,21] used a database of displace-
ment cascades from MD to study the effect of temperature on
the accumulation of damage in pure Zr using kMC. Likewise,
using kMC calculations, the anisotropic diffusion of point
defects in Zr was analyzed by Fan et al. [22]. For even
longer-time treatments, rate-theory models are used, deter-
mined by the coupled reaction-diffusion equations [23–25].
Woo and Gösele [26] proposed a rate theory that considers
anisotropic diffusion of point defects. They found that the
difference in diffusional anisotropy (DAD) between vacancies
and interstitials could cause a large bias in their reaction rates
with sinks, even if the dislocation structure was isotropic.
The DAD between vacancies and interstitials was justified
by molecular dynamics simulations based on empirical po-
tentials. Later, Samolyuk et al. [68] showed, using atomistic
simulations based on electronic structure calculations, that
DAD was much lower than that predicted using empirical
potentials. The ab initio based DAD alone cannot explain
radiation-induced growth of Zr below 750 K. Interestingly,
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including one-dimensional diffusion of cascade-induced self-
interstitial atom (SIA) clusters in the rate theory—which
were revealed by MD—can lead to reasonable predictions
of radiation-induced growth [27,28]. A key takeaway here is
that the predictions—and physical validity—of rate theories
are largely determined by the mechanisms and rates that they
include, which are often provided by atomistic simulations.
Recently, Payant [29] used cluster dynamics models to pre-
dict the microstructure evolution as a function of dose and
temperature, and predicted significantly higher loop densities
than those experimentally observed. They emphasized the
importance of MD simulations in providing a database on the
effects of collision cascades with preexisting defects.

Such long-timescale models typically neglect the effect
of preexisting microstructure on primary damage production
rates. This is a good first-order approximation, but it may
break down as the densities of extended defects increase as
damage accumulates. It may also break down in the case of
nanograined materials, which are designed to have a very high
density of grain boundaries.

The effect of preexisting microstructure on primary dam-
age production has been assessed by a number of previous
MD-based studies. Ludy and Rupert [30] studied collision
cascades induced by primary knock-on atoms (PKAs) with
kinetic energies of up to 2.5 keV near high-angle GBs in Cu,
and found that GBs easily absorb SIAs while more residual
vacancies remain in the bulk. This suggests that high-angle
GBs in Cu capture SIAs in cascade. The cascade sink pref-
erence of GBs in α-Zr was also studied [31,32]. The cascade
sink is defined as the asymmetry between interstitial-type and
vacancy-type primary damage production when cascades oc-
cur in nonpristine materials. Performing cascade simulations
in the vicinity of five different GB structures, Hatami et al.
[32], observed that GBs in α-Zr are not necessarily biased
toward interstitials, and can preferentially absorb vacancies.
Hatami et al. considered PKAs with initial kinetic energy
less than 9 keV, and neglected the effect of PKA direction.
Jin et al. [33] analyzed radiation damage evolution in Cu
bicrystals by simulating overlapping cascades, and they re-
ported a mechanism for annihilation of defect clusters during
irradiation. Jin et al. also discussed how the short simulation
time between collision cascades yields a significantly higher
effective dose rate than that observed in experiments. This
timescale problem limits MD in the investigation of diffusion-
based microstructural evolution.

As mentioned above, realistic MD data in regards to defect
production are valuable input parameters for kMC and rate-
theory models [34]. MD can help us understand in detail the
accumulation of damage in irradiated materials, e.g., intra-
cascade recombination, the creation of primary clusters, and
cascade-induced growth or shrinkage of preexisting extended
defects. Augmenting cascade-induced event rates databases
will improve model-based predictions, and provide a more
comprehensive view of radiation damage [35]. Likewise, sim-
ulating the kinetics of defects over timescales of nanoseconds
may reveal mechanisms that the higher-scale models need
to take into account. Our study has thus focused on the
following three themes. First, primary cascade production
in the presence of dislocation loops. Second, the growth
of dislocation loops near GBs. Third, the stability of the
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FIG. 1. The asymmetric tilt grain boundary (11̄00)/(112̄0)
〈0002〉 (θ = 30◦) is viewed along the 〈0002〉 tilt axis; atoms on
consecutive {0002} planes are shown as black and white. The crystal
orientations are shown in the left-hand side for each for grain.

dislocation loop near GBs and the effect of alloying on this
stability.

MD is used to simulate collision cascades in α-Zr that over-
lap with extended defects: a-type or c-component dislocation
loops, and a tilt GB. A mixture of theoretical arguments, MD
simulations, and experimental evidence—in situ transmission
electron micrographs (TEMs) of Zircaloy-2 irradiated with
a 3-MeV proton beam—are combined to show that vacancy
dislocation loops near GBs grow in a vacancy-supersaturated
environment. MD simulations of a-type and c-component
loop growth in this environment are reported. The stability of
these loops near a grain boundary under irradiation is assessed
by MD. The effect of Fe solutes on this stability is assessed by
a hybrid molecular dynamics/Monte Carlo (MD/MC) scheme.

II. METHODS

A. Simulation description

The MD was simulated using the LAMMPS (large-scale
atomic/molecular massively parallel simulator) [36]. There
are a few [37–39] Zr potentials available. As reported in [40],
the MA07 [39] potential (No. 2) provides a better description
of vacancy binding energies than the MA07 [39] potential
(No. 3). However, the latter (No. 3) provides a better descrip-
tion of the stacking faults on prismatic, basal, and pyramidal
slip systems [40], which largely controls the energetics of
extended defects such as dislocation loops. We chose the
latter one (No. 3). Also, it should be noted that the short-
range interactions predicted by this potential are stiffened,
which is key when predicting primary damage production
[9,10,41]. This potential has been used in a number of recent
radiation damage simulation studies [42–46]. An asymmet-
ric (11̄00)/(112̄0)〈0002〉 (θ = 30◦) tilt grain boundary was
created. Its boundary plane orientations are the (11̄00) and
(112̄0) surfaces of the two grains. This GB is illustrated in
Fig. 1. The GB structure was constructed using a conjugate
gradient energy minimization [47] in conjunction with an
atom deletion criterion [48]. Periodic boundary conditions are
imposed along all directions (X,Y , and Z axes). Typical sam-
ples contain 4 000 000 atoms with dimensions Lx = 44.5 nm,
Ly = 56.0 nm, and Lz = 20.6 nm.

Cascade simulations were carried out at 573 K, which is
a common environmental temperature during irradiation in
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nuclear reactors [1]. Within the time of collision cascade sim-
ulations using MD, only short-range diffusion is considered.
The purpose of the cascade simulations in this study is to in-
vestigate primary damage production in the presence of differ-
ent preexisting microstructures. In this context, temperature
effects should be relatively minor. For this reason, only one
cascade simulation temperature was considered. Long-range
diffusion—a process that crucially depends on temperature—
is largely ignored. Moreover, recent cascade simulations by
Nordlund et al. [13] suggest that the effect of temperature on
primary damage production is minor, an observation consis-
tent with several previous studies [34,49,50]. The energy of a
PKA was set to be 50 keV, and the directions of the PKA were
randomly selected. Ions and electrons both significantly con-
tribute to the stopping of 50-keV ions. In this study, we solely
considered ion stopping. In the future, it would be interesting
to consider the influence of electron stopping and electron-
phonon coupling on cascade-microstructure interactions, e.g.,
using a two-temperature model [51,52]. It should be noted,
however, that the present article focuses on differences be-
tween cascades in the bulk and cascades in the presence
of preexisting microstructure. We expect that the absolute
level of primary damage production is likely to be affected
by electron stopping and electron-phonon coupling to a mi-
crostructure much larger extent than microstructure-induced
differences in primary damage production. This assumption
and ensuing computational strategy are commonly used to
simulate radiation damage in this energy range [53–55]. Also,
future two-temperature model-based work should likely take
into account the effect of preexisting microstructure on the
coupling between the atomic and electronic subsystems. For
instance, the approach suggested by Tamm et al. [56,57] could
prove fruitful in such an endeavor.

At least ten independent cascade simulations were em-
ployed to obtain statistics. The cascade simulations were
performed with a constant number of atoms, volume, and
energy (NV E ensemble) with a variable time step.

The Zr-Fe interactions are described by the embedded-
atom method (EAM) developed by Saidi et al. [58]. Their
model can accurately reproduce the formation energy and
lattice parameter of all five stable and metastable intermetallic
compounds of the Zr-Fe phase diagram. To simulate alloying
segregation, the variance-constrained semi-grand-canonical
(VC-SGC) ensemble [59] was employed, which combines

MD for structural relaxation, and MC to push the atomic
chemical configuration toward equilibrium. The fraction of
swapped atoms is 0.2 and the MD runs between the MC
swaps comprising 100 integration steps of 1 fs each. The
chemical composition is controlled by the chemical potential
difference between the two species and the target concentra-
tion. Images of atomic configurations were produced with the
OPEN VISUALIZATION TOOL (OVITO) [60]. A Wigner-Seitz cell
method [61–63] was used to identify the type of point defects,
where atom positions are analyzed with respect to a geometric
structure with perfect lattice atom positions.

B. EXPERIMENTS

The annealed alloy Zircaloy-2 was irradiated by a 3-MeV
proton beam at 180 °C and at a flux of 3.26 × 1018 ion/cm2

(∼0.11 displacement per atom) on a 15 mm × 15 mm area
with the Tandem accelerator at the Reactor Material Testing
Laboratory (RMTL), Queen’s University. TEM foils were
prepared by back-polishing and subsequent thinning using a
solution of 10% perchloric acid and 90% methanol at –40 ◦C
using a Struers TenuPol-5. TEM imaging was carried out
on an FEI Tecnai Osiris Scanning/TEM (S/TEM). In order
to observe the growth behavior of the irradiation-induced
loops and the effect of grain boundary as a defect sink, in
situ TEM annealing experiments were carried out with one
irradiated sample loaded in a Gatan 625 double tilt heating
stage at 673 K. Bright field (BF) images were taken from three
areas close to the grain boundary in one grain with the same
reflection prior, during, and at the end of heating, so that the
change of a given group of defects could be monitored.

III. RESULTS AND DISCUSSIONS

A. MD simulations: The primary cascade with different
extended defects

The interactions of cascades with a perfect crystal, a-type
loops, c-component loops, and a tilt GB are statistically stud-
ied and reported in Table I. An illustration of residual defects
identified using the Wigner-Seitz cell method is provided
in the Supplemental Material [64]. Cascades produce fewer
residual interstitial-type defects NI and residual vacancy-type
defects NV in the simulation boxes containing a preexisting
defect than in the perfect crystal. Vacancy and interstitial

TABLE I. The number of residual interstitials (NI), the number of residual vacancies (NV), the number of interstitial clusters (NI
C), the

number of vacancy clusters (NV
C ), the proportion of interstitial defects contained in clusters (PI

C), and the proportion of vacancy defects
contained in clusters (PV

C ) after cascade simulations with 50-keV PKA energies at 573 K. The simulation boxes contained either a perfect
crystal, an a-type interstitial or vacancy loop, a c-component interstitial or vacancy loop, or a tilt GB.

a-Type a-Type vacancy c-Component c-Component
Pristine interstitial loop loop interstitial loop vacancy loop Tilt GB

NI 78 (6.1) 65 (5.2) 54 (5.0) 67 (8.6) 28 (5.2) 37 (6.0)

NV 78 (6.1) 63 (5.4) 63 (4.5) 34 (9.1) 41 (8.9) 80 (11.5)

N I
C 7 (1.3) 6 (0.5) 6 (0.5) 6 (1.1) 4 (0.9) 3 (0.7)

NV
C 4 (0.8) 4 (0.4) 4 (0.3) 3 (0.6) 4 (0.5) 4 (0.5)

PI
C 66.83% (5.23%) 66.62% (2.35%) 58.88% (2.9%) 79.64% (4.39) 70.21% (2.73%) 69.69% (5.08%)

PV
C 81.8% (4.14%) 63.95% (3.61%) 60.83% (3.67%) 69.6% (4.91%) 74.02% (6.34%) 82.68% (3.65%)
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(a)  Time: 1 ps (b)  Time: 101 ps (c)  Time: 330 ps (d)  Time: 340 ps (e)  Time: 400 ps

a-type interstitial loop
GBs

FIG. 2. A thermal relaxation simulation illustrating the absorption of an a-type interstitial dislocation loop by the GB at 573 K. The clock
starts when the a-type interstitial loop is formed. Only displaced atoms are shown based on common neighbor analysis. (f) is the potential
energy profile of the system as a function of time.

production is balanced in the presence of a-type loops, and
is imbalanced in the presence of c-component loops and a tilt
GB. As described in Table I, the value of NV is almost half that
of NI for c-component interstitial loops, while the value of NI

is almost half of NV for c-component vacancy loops and a tilt
GB. This imbalanced cascade production is associated with a
shrinkage of c-component loops and vacancy supersaturation
near GBs.

Clustering of cascade-induced defects is characterized by
calculating the number of interstitial clusters N I

C and the
number of vacancy clusters NV

C , as well as the proportion of
interstitial/vacancy defects in clusters PI

C and PV
C . The number

of clusters does not seem altered by a-type loops, but it is
decreased by c-component loops and a tilt GB. In particular,
N I

C near a tilt GB is less than half that of a perfect crystal,
which is consistent with the comparison between NI in the two
cases. Moreover, vacancies have a lesser propensity to cluster
in the presence of a-type and c-component loops, but have the
same propensity to cluster in the presence of a tilt GB as in a
perfect crystal.

The production rate of interstitials and vacancies is gen-
erally assumed to be identical in rate theory [23,25], and
the fraction of interstitial clusters and vacancy clusters is
only analyzed in a perfect crystal [28]. Also, cascade-induced
shrinkage of c-component loops is neglected. The results
presented in Table I could be used to modify rate-theory and
kMC models.

B. Evidence for vacancy supersaturation near grain boundaries

In the previous section, it was observed that GBs promote
vacancy supersaturation by acting as a cascade sink. However,
this result might depend on the grain boundary orientation
[32,65,66]. Here, by combining classical diffusion sink ar-
guments, MD simulations of dislocation loop stability, and
experimental evidence, vacancy supersaturation near GB is
established in a definitive manner.

In a first approximation, a GB is a perfect sink for all point
defects and defect clusters during the long-time annealing
stage. It is well known that diffusion coefficients for SIAs and
their clusters are much higher than those of vacancies and their
clusters in α-Zr, respectively [67,68]. If reactions between
defects are neglected, a simple Fickian diffusion model will
predict a vacancy surplus near the GBs.

The stability of a-type dislocation loops near a tilt GB

GBs might affect the damage accumulation and evolution
not only by serving as a cascade sink and a diffusion sink,

but also by absorbing certain types of loops. We studied the
thermal stability of a-type dislocation loops near a GB. An
interstitial loop was created 10 nm below the tilted GB, and
its initial habit plane is (101̄0) as displayed in Fig. 2(a). After
relaxation at 573 K for 101 ps, this loop began to tilt, and
it had a chair-shape structure after relaxation for 330 ps [see
Fig. 2(c)]. At 340 ps, half of the loop was absorbed by the GB
and it was then completely absorbed as illustrated in Fig. 2(e).
The potential energy profile as a function of time is provided
in Fig. 2(f), which decreases as the loop approaches the GB.
An a-type vacancy loop was also created below the GB at
the same separation distance. This a-type vacancy loop in
the plane (101̄0) was stable during the relaxation at 573 K.
Thus, a-type vacancy loops are thermally more stable than the
a-type interstitial loops near the GB.

C. In situ TEM observation: Identifying the type
of loops near the GBs

The previous sections of this article bring forward three
theoretical results pertaining to defects near GBs. First, MD
revealed that cascades generate more vacancies than inter-
stitial near a GB. Second, we quickly highlighted that—
given that vacancies are less mobile than interstitials—simple
Fickian arguments predict that, near a sink such as a GB,
the concentration of vacancies should be higher than the
concentration of self-interstitials. Third, MD revealed that
a-type vacancy loops are more stable than a-type interstitial
loops near a GB. These three results suggest that dislocation
loops near grain boundaries will mainly be vacancy type. In
this section, we present experiments that were carried out to
analyze the type of dislocation loops near the GBs.

Most of the loops generated by 3-MeV proton irradiation
are smaller than 10 nm. Their vacancy or interstitial nature
cannot be determined because of their small size. The loops
were annealed for 3 h at 673 K to increase their size due to
absorption of point defects (mostly vacancy) and subsequent
coarsening, and hence let us identify their vacancy/interstitial
nature using BF images. According to the inside/outside con-
trast method proposed by Maher and Eyre [69], and Föll and
Wilkens [70], one needs to determine the loop Burgers vector
b, habit plane normal n, the angle between the diffraction
vector g and the habit plane normal n, and also the sign of
the Bragg deviation parameter sg. The BF images in Fig. 3
were taken with (101̄1̄) and (1̄011) reflection with deviation
parameter sg > 0 along the [112̄3] zone at the same area after
in situ annealing, as shown in Figs. 3(a) and 3(b), respectively.
As indicated by red arrows, almost all the loops have shown
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FIG. 3. Bright field images taken with (101̄1̄) and (1̄011) reflec-
tion along the [112̄3] zone axis from a sample annealed at 673 K for
3 h. Red arrows indicating vacancy loops near the grain boundary
have larger size distribution.

outside contrast with the (1̄011) reflection. Given that loops
with ±a/3[12̄10] Burgers vector are invisible with this re-
flection, the loops shown in Fig. 3 have either ±a/3[112̄0]
or ±a/3[2̄110] Burgers vector. It is known that loops show
outside contrast when (g · b)sg > 0 [71]. The Burgers vectors
of loops that gives outside contrast are determined to be
a/3[1̄1̄20], or a/3[2̄110]. Since (B · b) < 0 (B is the electron
beam direction that is nearly parallel to the [112̄3] zone axis)
for both determined Burgers vectors, this implies that all the
loops showing outside contrast are vacancy type. Vacancy
loops near a grain boundary grow at a higher rate than those
further away. As indicated by green arrows, only a few small
interstitial loops can be determined in Fig. 3. Note that the
observation was conducted in situ with video recording; no
dislocation loop disappeared during annealing. In addition, a
quantitative analysis provided in the Supplemental Material
[64] suggests that almost all small loops present prior to
annealing are also vacancy type in nature. Therefore, the
overall numerical distribution of interstitial and vacancy loops
determined after annealing is believed to be representative
of the as-irradiated microstructure. These results are in good
agreement with both Holt’s study [72] and that of Griffiths
et al. [4], which showed a depletion of interstitial loops near
the GBs. That is, a dominance of vacancy loops as found near
GBs by TEM experiments is supported by the MD results
reported above which show that a-type vacancy loops are
more stable than a-type interstitial loops near the GBs.

D. Growth of vacancy loops under locally high
concentration of vacancies

As shown in the previous section, supersaturation of va-
cancies near GBs leads to the growth of vacancy loops. MD
was performed to simulate the loop growth in a supersaturated
vacancy environment. In the vicinity of either one a-type
or one c-component vacancy loop, 0.5% atoms (∼287 400
atoms in total) were randomly deleted to create a locally high
concentration of vacancies, which is much higher than the
equilibrium vacancy concentration [72], but roughly repre-
sentative of typical point-defect concentrations observed in
irradiated environments [73,74].

Three annealing temperatures (600, 800, and 1000 K) were
employed. The area of dislocation loops A(t ) was measured
at each time step, and the difference of the area in regard to
its initial size (A0) is defined as �A = A(t ) − A0. Figure 4(a)
shows �A as a function of time for a-type and c-component
vacancy loops. The growth rate of vacancy loops increases
as temperature increases. The growth rate of a-type loops
is greater than that of c-component vacancy loops at low
temperatures. At 600 K, both vacancy loops show a very fast
growth rate for the first 1 ns, and a slower rate afterward.
Visual inspection of loop growth at 600 K indicates that the
loop can easily absorb nearby vacancies in the beginning of
the simulation, which leads to a faster growth rate. Once
the nearby vacancies are captured, the growth rate slows. At
1000 K, the growth rates for both loops are roughly constant
with time over the period investigated.

Vacancy clusters formed throughout the simulation boxes.
In addition, a-type vacancy loops can locally glide and tilt,
while c-component vacancy loops remain fixed in the basal
plane. This suggests that a-type vacancy loops may be more
readily absorbed by the GBs as loops tilt and glide.

In addition to growth rates, atomic diffusion was moni-
tored. Mean square displacements (MSD) in different direc-
tions are summed over all the atoms in the system, and illus-
trated in Fig. 5. The time-dependent MSD shows three main
features: (i) the MSD at 600 and 800 K exhibits a supralinear
trend; (ii) at 600 K, the MSD for a system having an a-type
(c-component) vacancy loop is highest in the y (z) direction;
and (iii) the MSD traces in all directions are similar at 1000 K,
but the slope of the MSD slightly decreases after 1.5 ns.

The supralinear MSD trend at lower temperatures might be
due to interaction between the loops and the vacancy clusters.

FIG. 4. Loop area differences as a function of annealing time at (a) 600, (b) 800, and (c) 1000 K.
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FIG. 5. The mean square displacement (MSD) in different directions during the growth of a-type and c-component vacancy loops at
different temperatures, as a function of time.

Visual inspection indicates that the vacancy absorption occurs
at the edge of the loop. Let us therefore further examine
the MSD results at a low temperature in Fig. 5. The normal
direction of the a-type vacancy loop’s plane at 600 K is
parallel to the y direction, which is the same direction for
the highest MSD in Fig. 5(a). At the same temperature, the
habit plane of c-component vacancy loops is the basal plane,

and its normal direction is also the same direction for the
highest MSD in Fig. 5(d). This suggests that the loop affects
the neighboring vacancies along the normal direction of the
loop’s plane. However, at a higher temperature of 1000 K, i.e.,
Figs. 5(c) and 5(f), the MSD values for both systems are very
similar, and the MSD in the x-y plane is higher than that along
the z direction. Further, as reported by [40,67,68], vacancies

FIG. 6. The number of monovacancies as a function of time during the growth of a vacancy loop at (a) 600 and (d) 1000 K; the number
of divacancies as a function of time at (b) 600 and (e) 1000 K; the number of total vacancy clusters as a function of time at (c) 600 and (f)
1000 K.
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FIG. 7. (a) The normal direction and the radial direction relative to the dislocation loop. The formation energy of a vacancy as a function
of the normal direction and the radial direction to the a-type vacancy loop (b) and c-component vacancy loop (c). In (b,c), the connected red
dots indicate steepest-gradient paths. In (b) these paths indicate a driving force toward the edge of the loop and a driving force away from the
loop, in its normal direction. In (c), the path indicates a driving force toward the edge of the loop.

in α-Zr show faster diffusion in the basal plane (x-y plane in
this study) than along the c axis (z direction). Thus, at higher
temperatures the effect of the loop on the vacancies and the
surrounding clusters becomes much less important than the
“inherent” mobility of vacancies and their clusters, while at
lower temperatures the loop effect is more significant.

The vacancy loop growth mechanism in a vacancy-
supersaturated environment is further analyzed by determin-
ing the number of monovacancies NM, divacancies ND, and
clusters NC during the loop growth, which is reported in
Fig. 6. Note that monovacancies are not considered as vacancy
clusters, but that divacancies are. Both NM and ND for a-
type vacancy loops at 600 K decrease during the first 1 ns,
in tandem with loop growth as shown in Fig. 4(a). At the
same temperature for c-component vacancy loops, only ND

decreases while NM is relatively constant. This suggests that at
600 K, a-type vacancy loops absorb both monovacancies and
divacancies, while c-component vacancy loops mainly absorb
divacancies. As shown in the animations of the Supplemental
Material [64], at 600 K, a-type vacancy loops are more
mobile than c-component vacancy loops, which allows a-type
vacancy loops to glide to other positions and hence absorb
monovacancies. At 1000 K, as illustrated in Figs. 6(d)–6(f)
the values of NM, ND, and NC for both loops continuously
decrease, which is consistent with the loop growth behavior in
Fig. 4(c). Thus, at such high temperature, the growth of a-type
and c-component vacancy loops occurs by absorbing all kinds
of vacancies and clusters. The ability of a-type vacancy loops
to tilt and glide in such a way, increasing its probability of
capturing defects, is typically not embedded in kMC and rate-
theory models. Our results suggest that the capture radius of
a-type loops in the prismatic direction should be larger than in

the basal direction or than the capture radius of c-component
loops of the same diameter.

Visual inspection of the animation presented in the Supple-
mental Material [64] shows that the growth of both a-type and
c-component dislocation loops is mainly due to the absorption
of vacancies and vacancy clusters at the edge of the loops. We
then calculated the formation energy of vacancies at different
positions relative to the loop (R = 40 Å) as a function of the
radial and normal direction, which is shown in Fig. 7(b) for
an a-type vacancy loop, and in Fig. 7(c) for a c-component
vacancy loop. There are clear minima of the potential energy
of vacancies at the edge of the loops, which is consistent with
the visual inspection of the animations. This result is also
consistent with previous calculations of the strain and stress
fields around dislocation loops and lines [75–77]. Similarly,
vacancies preferentially form near grain boundaries in Zr [65]
and in cubic materials [78,79].

As observed by Harte et al. [80] and in other experimental
studies [5,81], a-type loops are randomly distributed at lower
irradiation doses, and the loops’ separation distances are rel-
atively large. Thus, the growth of a population of dislocation
loops at low dose will be similar to a single loop growth. The
density of a-type loops increases with dose. Moreover, these
studies [5,80,81] also found that the majority of a-type loops
at higher irradiation doses share a basal plane, which would
decrease their separation distance. By observing the vacancy
formation energy map in Fig. 7, it seems that vacancies that
follow an energy gradient will either converge toward the edge
of the loop or be driven away in a direction perpendicular
to the loop. Two such possible trajectories are illustrated in
Fig. 7(b). Also, notice that the gradient pushing vacancies
away from the loop in a direction normal to it tends to

(a)  Time: 0 ps (b)  Time: 0.1 ps (c)  Time: 301.2 ps (d)  Time: 501.2 ps (e)  Time: 601.2 ps

GBs

a-type vacancy loop

FIG. 8. Snapshots illustrating a cascade-induced absorption of an a-type vacancy dislocation loop by the GB at 573 K. The clock starts as
the PKA is introduced. Only displaced atoms are shown based on the common neighbor analysis.
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<1120>

<1100>

<1120>

<1100>

10 nm

(a) (b)

FIG. 9. Snapshots (a) before and (b) after a 50-keV collision
cascade overlapping with an Fe-enriched a-type vacancy loop at
573 K. Fe atoms are colored in red, and the displaced atoms are
shown here based on common neighbor analysis.

push it in a position where it shares the loop’s basal plane.
These energy gradients may explain why multiple loops are
experimentally found lying on the same basal plane, roughly
equally spaced apart.

As a whole, our results show that properly modeling
the temperature and strain dependence of the diffusion
coefficients of vacancies and vacancy clusters is crucial in
capturing different growth regimes at different temperatures.
In the particular case of zirconium, this means that different
relative populations of a-type and c-component vacancy loops
will be observed near GBs for a given dose, depending on
irradiation temperature.

It should be noted that the MA07 potential (No. 3) selected
in the present study is notorious for underestimating the
binding energies of divacancies and trivacancies [40]. Since
vacancy loop growth is affected by the number of neigh-
boring monovacancies, divacancies, and other small clusters,
the vacancy loop growth simulations presented here are not
quantitatively accurate. For example, the real transition from
one growth regime to another will most likely not take place
at 800 K. Instead, it will take place at another temperature.

E. Stability of an a-type vacancy loop near the tilt GB during
collision cascades

The interaction of an a-type vacancy loop with a 50-keV
PKA near the GB was investigated in pure α-Zr. The collision

cascade induced a rotation and gradual glide toward the GB,
which led to eventual absorption by the GB as illustrated in
Fig. 8(e).

The importance of Fe alloying on the formation of c-
component loops was discussed by de Carlan et al. [82], and a
recent study by Topping et al. [83] suggested that an increase
in Fe content in a Zr alloy delays c-loop nucleation. Here,
the effect of Fe on the loop stability is explored. Collision
cascades were performed near a preexisting a-type vacancy
loop with a 50-keV PKA in the vicinity of a tilt GB. The
distance between the GB and the loop is about 10 nm, which
is the same size as the diameter of the loop [see Fig. 9(a)].
The hybrid MD/MC method was applied to perform Fe segre-
gation to the loop.

Fe segregation stabilized the loop, which did not undergo
cascade-induced absorption, as illustrated in Fig. 9. An anima-
tion of the cascade simulation is provided in the Supplemental
Material [64]. PKAs at multiple different locations and direc-
tions were simulated in this system, and all the results showed
that the loop was stabilized by the segregated Fe atoms during
the collision cascade.

Naturally, the strain field induced by the GBs gradually
decreases as the separation distance between the loop and
the GBs increases. One would expect the loop to have a
decreased propensity to be absorbed by the GBs. However,
this relation has not been systematically studied. In addition,
different types of GBs may produce different levels of strain
field that would then affect their sink strength as suggested
in [32,65]. In the future, studying these factors would be of
interest.

To understand how alloying Fe can stabilize the dislocation
loop, the effect of Fe segregation on the loop’s stress field
was explored. Fivenanometer-radius interstitial and vacancy
loops of a-type and c-component were equilibrated at 573 K.
Figure 10 illustrates the Fe concentration in the plane of the
dislocation loop after the relaxation, and Fe segregation was
greatest at interstitial loops. Fe atoms segregated to the inside
of the a-type interstitial loop, as illustrated in Fig. 10(a). The
concentration of Fe in the center of the loop is expected to de-
crease as loop size increases [76]. Figure 10(d) shows that the
c-component vacancy loop exhibits the least Fe segregation.

The distortion of the dislocation loop (elastic energy) and
segregation of Fe atoms (chemical energy) results in a change
of the system energy. Defect energy (EDef ) is defined as
the energy variation of an atom due to interaction with the
dislocation loop or chemical segregation: EDef = EPot − EPer,
where EPot is the potential energy of any atom, and EPer is

1
0.8
0.6
0.4
0.2
0

(b) (c) (d)(a)

5 nm[0002][2110]

[0002] [21
10

]
[0110]

[2
11

0]

[0110]

[2
11

0]

FIG. 10. The Fe concentration map of dislocation loops in the Zr-Fe system: (a) a-type interstitial loop; (b) a-type vacancy loop; (c)
c-component interstitial loop; (d) c-component vacancy loop.
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FIG. 11. The defect energy map of dislocation loops either without Fe segregation (a–d) or with Fe segregation (e,f): (a,e) are a-type
interstitial loop; (b,f) are a-type vacancy loop; (c,g) are c-component interstitial loop; (d,h) are c-component vacancy loop.

the averaged potential energy of an atom in a perfect Zr
lattice at equilibrium. The defect energy maps in the loop’s
plane without Fe segregation are shown in Figs. 11(a)–11(d),
and they are an a-type interstitial loop, a-type vacancy loop,
c-component interstitial loop, and c-component vacancy loop,
respectively. Figures 11(e)–11(h) are the defect energy maps
corresponding to Figs. 11(a)–11(d), which are in the condi-
tion of Fe segregation. By comparing Figs. 11(a)–11(d) and
Figs. 11(e)–11(h), we can see that the values of EDef are
greatly reduced by Fe segregation to the loops, which explains
why loops become more stable after Fe segregation.

The radial-direction component of atomic stresses (Srr)
of dislocation loops with and without Fe segregation were
calculated in Fig. 12. The Srr of interstitial loops is greatly
affected by Fe segregation. Without Fe segregation, as il-
lustrated in Figs. 12(a) and 12(c), Srr is compressive inside
the loop. However, Srr became tensile after Fe segregation
to the loops; see Figs. 12(e) and 12(g). Moreover, the mag-
nitude of the contrast of Srr near the edge of the loop is
dramatically decreased after Fe segregation for all types of
the loop.

Recently, Harte et al. [80] hypothesized that a row of a-type
loops that are aligned parallel to the trace of the basal plane
might collapse into a coarse c-component loop. Fe segregation
can stabilize a-type loops as evidenced by the results above,
which may impede the transition from the aligned a-type
loops to a coarse c-component loop. This may explain why
c-component loop nucleation is delayed in Zr-Fe alloys, in
comparison to pure Zr, as reported by Topping et al. [83].
In addition, the enhanced stabilization of a-type loops by the
presence of Fe could prevent the absorption of a-type loops
by the GBs. This may affect the number of free vacancies and
their clusters near the GBs due to the growth of a-type loops.

IV. CONCLUSION

Primary cascade production of various defects has been
statistically studied. The defect production results in the cur-
rent study provide valuable additions to databases of pro-
duction rates which are necessary for kMC and rate-theory
models in the context of predicting radiation damage buildup.
The following conclusions were drawn:

FIG. 12. The radial-direction component of stress (Srr) for dislocation loops either without Fe segregation (a–d) or with Fe segregation
(e,f): (a,e) are a-type interstitial loop, (b,f) are a-type vacancy loop; (c,g) are c-component interstitial loop; (d,h) are c-component vacancy
loop. Red is tensile and blue is compressive.
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(1) Fewer residual defects remain after collision cascades
in the presence of extended defects, compared to a perfect
crystal. In particular, this will contribute to vacancy super-
saturation near the GBs, which could promote vacancy loop
growth.

(2) a-type vacancy loops are more stable than a-type
interstitial loops near the GBs. Also, simple diffusion sink
arguments predict a surplus of vacancy-type defects near GBs.
The hypothesis of vacancy supersaturation near GBs is further
supported by the results of in situ TEM experiments in this
study, which found a high density of vacancy loops near the
GBs.

(3) Vacancy loops have been simulated in a vacancy-
supersaturated environment. Growth of a-type vacancy loops
is faster than that of c-component loops at low tempera-
tures (e.g., 600 K), but both types of loops have similar
growth rates at high temperatures (e.g., 1000 K) since the
diffusion of vacancies and their clusters is dominant at high
temperatures. Thus, the ratio of a-to-c loops observed near
GBs is expected to be dependent on temperature. Also, the
simulations suggests that the capture radius of a-type vacancy

loops in the prismatic direction should be larger than that
in the basal direction and that of c-component loops. Fur-
thermore, analyzing the energy landscape around an a-type
vacancy loop also gave insights into why they are typically
observed lying on common basal planes, with somewhat
regular interloop spacing.

(4) a-type vacancy loops can be absorbed by GBs during
cascade-induced events.

(5) Fe segregation to the loops enhances loop stability by
reducing their defect energies and the magnitude of the stress
field at the edge of the loops. This effect impedes cascade-
induced absorption of loops by the GBs.

ACKNOWLEDGMENTS

The authors thank Compute Canada for generous allo-
cation of computer resources. The research was supported
by the NSERC (RGPIN-2018-04463) and NSERC/UNENE
Industrial Research Chair in Nuclear Materials (NIRC 345857
- 11) at Queen’s.

[1] F. Onimus and J. L. Béchade, in Comprehensive Nuclear Ma-
terials, edited by R. J. M. Konings (Elsevier, Oxford, 2012),
p. 1.

[2] F. Long, L. Balogh, D. W. Brown, P. Mosbrucker, T. Skippon,
C. D. Judge, and M. R. Daymond, Acta Mater. 102, 352 (2016).

[3] G. S. Was, Fundamentals of Radiation Materials Science:
Metals and Alloys (Springer, Berlin, Heidelberg, 2007).

[4] M. Griffiths, R. W. Gilbert, and C. E. Coleman, J. Nucl. Mater.
159, 405 (1988).

[5] D. O. Northwood, R. W. Gilbert, L. E. Bahen, P. M. Kelly, R.
G. Blake, A. Jostsons, P. K. Madden, D. Faulkner, W. Bell, and
R. B. Adamson, J. Nucl. Mater. 79, 379 (1979).

[6] T. Seymour, P. Frankel, L. Balogh, T. Ungár, S. P. Thompson,
D. Jädernäs, J. Romero, L. Hallstadius, M. R. Daymond, G.
Ribárik, and M. Preuss, Acta Mater. 126, 102 (2017).

[7] G. M. Hood, J. Nucl. Mater. 159, 149 (1988).
[8] A. F. Calder, D. J. Bacon, A. V. Barashev, and Y. N. Osetsky,

Philos. Mag. 90, 863 (2010).
[9] L. K. Béland, A. Tamm, S. Mu, G. D. Samolyuk, Y. N.

Osetsky, A. Aabloo, M. Klintenberg, A. Caro, and R. E. Stoller,
Comput. Phys. Commun. 219, 11 (2017).

[10] R. E. Stoller, A. Tamm, L. K. Béland, G. D. Samolyuk, G. M.
Stocks, A. Caro, L. V. Slipchenko, Y. N. Osetsky, A. Aabloo,
M. Klintenberg, and Y. Wang, J. Chem. Theory Comput. 12,
2871 (2016).

[11] L. K. Béland, Y. N. Osetsky, and R. E. Stoller, npj Comput.
Mater. 2, 16007 (2016).

[12] J. Byggmästar, F. Granberg, and K. Nordlund, J. Nucl. Mater.
508, 530 (2018).

[13] K. Nordlund, S. J. Zinkle, A. E. Sand, F. Granberg, R. S.
Averback, R. Stoller, T. Suzudo, L. Malerba, F. Banhart,
W. J. Weber, F. Willaime, S. L. Dudarev, and D. Simeone,
Nat. Commun. 9, 1084 (2018).

[14] Y. N. Osetsky, D. J. Bacon, and N. de Diego, Metall. Mater.
Trans. A 33, 777 (2002).

[15] K. Arakawa, K. Ono, M. Isshiki, K. Mimura, M. Uchikoshi, and
H. Mori, Science 318, 956 (2007).

[16] Y. Matsukawa and S. J. Zinkle, Science 318, 959 (2007).
[17] A. Vattré, T. Jourdan, H. Ding, M. C. Marinica, and M. J.

Demkowicz, Nat. Commun. 7, 10424 (2016).
[18] L. K. Béland, Y. N. Osetsky, and R. E. Stoller, Acta Mater. 116,

136 (2016).
[19] T. Niiyama and T. Shimokawa, Phys. Rev. E 91, 022401 (2015).
[20] C. Arévalo, M. J. Caturla, and J. M. Perlado, Nucl. Instrum.

Methods Phys. Res., Sect. B 228, 176 (2005).
[21] C. Arévalo, M. J. Caturla, and J. M. Perlado, J. Nucl. Mater.

367–370, 338 (2007).
[22] Y. Fan, S. Yip, and B. Yildiz, J. Phys.: Condens. Matter 26,

365402 (2014).
[23] P. T. Heald and K. M. Miller, J. Nucl. Mater. 66, 107 (1977).
[24] H. Rauh, R. Bullough, and J. R. Matthews, Philos. Mag. A 65,

53 (1992).
[25] N. V. Doan and G. Martin, Phys. Rev. B 67, 134107 (2003).
[26] C. H. Woo and U. Gösele, J. Nucl. Mater. 119, 219 (1983).
[27] S. Golubov, A. Barashev, R. Stoller, and B. Singh, Break-

through in understanding radiation growth of zirconium, in Zir-
conium in the Nuclear Industry: 17th International Symposium,
edited by R. Comstock and P. Berberis (ASTM International,
West Conshohocken, PA, 2015), Vol. STP1543.

[28] A. V. Barashev, S. I. Golubov, and R. E. Stoller, J. Nucl. Mater.
461, 85 (2015).

[29] A. N. Payant, Master’s thesis, University of Tennessee, 2017.
[30] J. E. Ludy and T. J. Rupert, Scr. Mater. 110, 37 (2016).
[31] Y. Jin and W. Lai, J. Nucl. Mater. 470, 97 (2016).
[32] F. Hatami, S. A. H. Feghhi, A. Arjhangmehr, and A.

Esfandiarpour, J. Nucl. Mater. 480, 362 (2016).
[33] M. Jin, P. Cao, S. Yip, and M. P. Short, Acta Mater. 155, 410

(2018).
[34] W. J. Phythian, R. E. Stoller, A. J. E. Foreman, A. F. Calder,

and D. J. Bacon, J. Nucl. Mater. 223, 245 (1995).

043602-10

https://doi.org/10.1016/j.actamat.2015.09.032
https://doi.org/10.1016/j.actamat.2015.09.032
https://doi.org/10.1016/j.actamat.2015.09.032
https://doi.org/10.1016/j.actamat.2015.09.032
https://doi.org/10.1016/0022-3115(88)90107-9
https://doi.org/10.1016/0022-3115(88)90107-9
https://doi.org/10.1016/0022-3115(88)90107-9
https://doi.org/10.1016/0022-3115(88)90107-9
https://doi.org/10.1016/0022-3115(79)90103-X
https://doi.org/10.1016/0022-3115(79)90103-X
https://doi.org/10.1016/0022-3115(79)90103-X
https://doi.org/10.1016/0022-3115(79)90103-X
https://doi.org/10.1016/j.actamat.2016.12.031
https://doi.org/10.1016/j.actamat.2016.12.031
https://doi.org/10.1016/j.actamat.2016.12.031
https://doi.org/10.1016/j.actamat.2016.12.031
https://doi.org/10.1016/0022-3115(88)90091-8
https://doi.org/10.1016/0022-3115(88)90091-8
https://doi.org/10.1016/0022-3115(88)90091-8
https://doi.org/10.1016/0022-3115(88)90091-8
https://doi.org/10.1080/14786430903117141
https://doi.org/10.1080/14786430903117141
https://doi.org/10.1080/14786430903117141
https://doi.org/10.1080/14786430903117141
https://doi.org/10.1016/j.cpc.2017.05.001
https://doi.org/10.1016/j.cpc.2017.05.001
https://doi.org/10.1016/j.cpc.2017.05.001
https://doi.org/10.1016/j.cpc.2017.05.001
https://doi.org/10.1021/acs.jctc.5b01194
https://doi.org/10.1021/acs.jctc.5b01194
https://doi.org/10.1021/acs.jctc.5b01194
https://doi.org/10.1021/acs.jctc.5b01194
https://doi.org/10.1038/npjcompumats.2016.7
https://doi.org/10.1038/npjcompumats.2016.7
https://doi.org/10.1038/npjcompumats.2016.7
https://doi.org/10.1038/npjcompumats.2016.7
https://doi.org/10.1016/j.jnucmat.2018.06.005
https://doi.org/10.1016/j.jnucmat.2018.06.005
https://doi.org/10.1016/j.jnucmat.2018.06.005
https://doi.org/10.1016/j.jnucmat.2018.06.005
https://doi.org/10.1038/s41467-018-03415-5
https://doi.org/10.1038/s41467-018-03415-5
https://doi.org/10.1038/s41467-018-03415-5
https://doi.org/10.1038/s41467-018-03415-5
https://doi.org/10.1007/s11661-002-0144-z
https://doi.org/10.1007/s11661-002-0144-z
https://doi.org/10.1007/s11661-002-0144-z
https://doi.org/10.1007/s11661-002-0144-z
https://doi.org/10.1126/science.1145386
https://doi.org/10.1126/science.1145386
https://doi.org/10.1126/science.1145386
https://doi.org/10.1126/science.1145386
https://doi.org/10.1126/science.1148336
https://doi.org/10.1126/science.1148336
https://doi.org/10.1126/science.1148336
https://doi.org/10.1126/science.1148336
https://doi.org/10.1038/ncomms10424
https://doi.org/10.1038/ncomms10424
https://doi.org/10.1038/ncomms10424
https://doi.org/10.1038/ncomms10424
https://doi.org/10.1016/j.actamat.2016.06.031
https://doi.org/10.1016/j.actamat.2016.06.031
https://doi.org/10.1016/j.actamat.2016.06.031
https://doi.org/10.1016/j.actamat.2016.06.031
https://doi.org/10.1103/PhysRevE.91.022401
https://doi.org/10.1103/PhysRevE.91.022401
https://doi.org/10.1103/PhysRevE.91.022401
https://doi.org/10.1103/PhysRevE.91.022401
https://doi.org/10.1016/j.nimb.2004.10.042
https://doi.org/10.1016/j.nimb.2004.10.042
https://doi.org/10.1016/j.nimb.2004.10.042
https://doi.org/10.1016/j.nimb.2004.10.042
https://doi.org/10.1016/j.jnucmat.2007.03.131
https://doi.org/10.1016/j.jnucmat.2007.03.131
https://doi.org/10.1016/j.jnucmat.2007.03.131
https://doi.org/10.1016/j.jnucmat.2007.03.131
https://doi.org/10.1088/0953-8984/26/36/365402
https://doi.org/10.1088/0953-8984/26/36/365402
https://doi.org/10.1088/0953-8984/26/36/365402
https://doi.org/10.1088/0953-8984/26/36/365402
https://doi.org/10.1016/0022-3115(77)90139-8
https://doi.org/10.1016/0022-3115(77)90139-8
https://doi.org/10.1016/0022-3115(77)90139-8
https://doi.org/10.1016/0022-3115(77)90139-8
https://doi.org/10.1080/01418619208201479
https://doi.org/10.1080/01418619208201479
https://doi.org/10.1080/01418619208201479
https://doi.org/10.1080/01418619208201479
https://doi.org/10.1103/PhysRevB.67.134107
https://doi.org/10.1103/PhysRevB.67.134107
https://doi.org/10.1103/PhysRevB.67.134107
https://doi.org/10.1103/PhysRevB.67.134107
https://doi.org/10.1016/0022-3115(83)90198-8
https://doi.org/10.1016/0022-3115(83)90198-8
https://doi.org/10.1016/0022-3115(83)90198-8
https://doi.org/10.1016/0022-3115(83)90198-8
https://doi.org/10.1016/j.jnucmat.2015.02.001
https://doi.org/10.1016/j.jnucmat.2015.02.001
https://doi.org/10.1016/j.jnucmat.2015.02.001
https://doi.org/10.1016/j.jnucmat.2015.02.001
https://doi.org/10.1016/j.scriptamat.2015.07.040
https://doi.org/10.1016/j.scriptamat.2015.07.040
https://doi.org/10.1016/j.scriptamat.2015.07.040
https://doi.org/10.1016/j.scriptamat.2015.07.040
https://doi.org/10.1016/j.jnucmat.2015.12.006
https://doi.org/10.1016/j.jnucmat.2015.12.006
https://doi.org/10.1016/j.jnucmat.2015.12.006
https://doi.org/10.1016/j.jnucmat.2015.12.006
https://doi.org/10.1016/j.jnucmat.2016.05.036
https://doi.org/10.1016/j.jnucmat.2016.05.036
https://doi.org/10.1016/j.jnucmat.2016.05.036
https://doi.org/10.1016/j.jnucmat.2016.05.036
https://doi.org/10.1016/j.actamat.2018.05.071
https://doi.org/10.1016/j.actamat.2018.05.071
https://doi.org/10.1016/j.actamat.2018.05.071
https://doi.org/10.1016/j.actamat.2018.05.071
https://doi.org/10.1016/0022-3115(95)00022-4
https://doi.org/10.1016/0022-3115(95)00022-4
https://doi.org/10.1016/0022-3115(95)00022-4
https://doi.org/10.1016/0022-3115(95)00022-4


PRIMARY DAMAGE PRODUCTION IN THE PRESENCE OF … PHYSICAL REVIEW MATERIALS 3, 043602 (2019)

[35] D. J. Bacon and T. Diaz de la Rubia, J. Nucl. Mater. 216, 275
(1994).

[36] S. Plimpton, J. Comput. Phys. 117, 1 (1995).
[37] G. J. Ackland, S. J. Wooding, and D. J. Bacon, Philos. Mag. A

71, 553 (1995).
[38] X. W. Zhou, R. A. Johnson, and H. N. G. Wadley, Phys. Rev. B

69, 144113 (2004).
[39] M. I. Mendelev and G. J. Ackland, Philos. Mag. Lett. 87, 349

(2007).
[40] C. Varvenne, O. Mackain, and E. Clouet, Acta Mater. 78, 65

(2014).
[41] L. K. Béland, C. Lu, Y. N. Osetskiy, G. D. Samolyuk, A. Caro,

L. Wang, and R. E. Stoller, J. Appl. Phys. 119, 085901 (2016).
[42] S. Di, Z. Yao, M. R. Daymond, and F. Gao, Nucl. Instrum.

Methods Phys. Res., Sect. B 303, 95 (2013).
[43] S. Di, Z. Yao, M. R. Daymond, X. Zu, S. Peng, and F. Gao,

Acta Mater. 82, 94 (2015).
[44] K. Ghavam and R. Gracie, J. Nucl. Mater. 462, 126 (2015).
[45] C. Dai, L. Balogh, Z. Yao, and M. R. Daymond, Philos. Mag.

97, 944 (2017).
[46] C. Dai, L. Balogh, Z. Yao, and M. R. Daymond, J. Nucl. Mater.

478, 125 (2016).
[47] I. Štich, R. Car, M. Parrinello, and S. Baroni, Phys. Rev. B 39,

4997 (1989).
[48] M. A. Tschopp, S. P. Coleman, and D. L. McDowell, Integr.

Mater. Manuf. Innovation 4, 11 (2015).
[49] R. E. Stoller, in Comprehensive Nuclear Materials, edited by R.

J. M. Konings (Elsevier, Oxford, 2012), p. 293.
[50] B. M. Paine and R. S. Averback, Nucl. Instrum. Methods Phys.

Res., Sect. B 7–8, 666 (1985).
[51] E. Zarkadoula, G. Samolyuk, H. Xue, H. Bei, and W. J. Weber,

Scr. Mater. 124, 6 (2016).
[52] E. Zarkadoula, G. Samolyuk, and W. J. Weber, J. Alloys

Compd. 700, 106 (2017).
[53] F. Granberg, J. Byggmästar, A. E. Sand, and K. Nordlund,

EPL 119, 56003 (2017).
[54] A. E. Sand, J. Byggmästar, A. Zitting, and K. Nordlund, J. Nucl.

Mater. 511, 64 (2018).
[55] Q. Peng, F. Meng, Y. Yang, C. Lu, H. Deng, L. Wang, S. De,

and F. Gao, Nat. Commun. 9, 4880 (2018).
[56] A. Tamm, M. Caro, A. Caro, G. Samolyuk, M. Klintenberg, and

A. A. Correa, Phys. Rev. Lett. 120, 185501 (2018).
[57] A. Tamm, G. Samolyuk, A. A. Correa, M. Klintenberg, A.

Aabloo, and A. Caro, Phys. Rev. B 94, 024305 (2016).
[58] P. Saidi, C. Dai, T. Power, Z. Yao, and M. R. Daymond,

Comput. Mater. Sci. 133, 6 (2017).
[59] B. Sadigh, P. Erhart, A. Stukowski, A. Caro, E. Martinez, and

L. Zepeda-Ruiz, Phys. Rev. B 85, 184203 (2012).
[60] S. Alexander, Modell. Simul. Mater. Sci. Eng. 18, 015012

(2010).
[61] K. Nordlund, M. Ghaly, R. S. Averback, M. Caturla, T. Diaz de

la Rubia, and J. Tarus, Phys. Rev. B 57, 7556 (1998).
[62] F. Gao and W. J. Weber, Phys. Rev. B 66, 024106 (2002).

[63] K. Nordlund and R. S. Averback, Phys. Rev. B 56, 2421 (1997).
[64] See Supplemental Material at http://link.aps.org/supplemental/

10.1103/PhysRevMaterials.3.043602 for details of Wigner-
Seitz cell method, dislocation loop area density analysis and
animations of both in situ TEM and MD simulations.

[65] A. Arjhangmehr and S. A. H. Feghhi, Sci. Rep. 6, 23333
(2016).

[66] L. Xiangyan, L. Wei, X. Yichun, C. S. Liu, Q. F. Fang, B. C.
Pan, C. Jun-Ling, G. N. Luo, and W. Zhiguang, Nucl. Fusion
53, 123014 (2013).

[67] C. H. Woo and X. Liu, Philos. Mag. 87, 2355 (2007).
[68] G. D. Samolyuk, A. V. Barashev, S. I. Golubov, Y. N. Osetsky,

and R. E. Stoller, Acta Mater. 78, 173 (2014).
[69] B. L. Eyre and D. M. Maher, Philos. Mag. 24, 767 (1971).
[70] H. Föll and M. Wilkens, Phys. Status Solidi A 31, 519 (1975).
[71] A. H. P. B. Hirsch, R. B. Nicholson, D. W. Pashley, M. J.

Whelan, and L. Marton, Phys. Today 19(10), 93 (1966).
[72] R. A. Holt, J. Nucl. Mater. 159, 310 (1988).
[73] M. Griffiths, J. Nucl. Mater. 159, 190 (1988).
[74] D. Farnum, W. Sommer, O. Inal, and J. Yu, Quantitative study,

by field ion microscopy, of radiation damage in tungsten after
proton and neutron irradiation, in Radiation-Induced Changes
in Microstructure, 13th International Symposium (Part I), edited
by F. H. Garner, N. H. Packan, and A. S. Kumar (ASTM
International, West Conshohocken, PA, 1987), Vol. STP955.

[75] G. Subramanian, D. Perez, B. P. Uberuaga, C. N. Tomé, and A.
F. Voter, Phys. Rev. B 87, 144107 (2013).

[76] C. Dai, P. Saidi, Z. Yao, and M. R. Daymond, Acta Mater. 140,
56 (2017).

[77] T. A. Khraishi, J. P. Hirth, H. M. Zbib, and M. A. Khaleel,
Int. J. Eng. Sci. 38, 251 (2000).

[78] X.-M. Bai, A. F. Voter, R. G. Hoagland, M. Nastasi, and B. P.
Uberuaga, Science 327, 1631 (2010).

[79] M. A. Tschopp, M. F. Horstemeyer, F. Gao, X. Sun, and M.
Khaleel, Scr. Mater. 64, 908 (2011).

[80] A. Harte, D. Jädernäs, M. Topping, P. Frankel, C. P. Race,
J. Romero, L. Hallstadius, E. C. Darby, and M. Preuss,
Acta Mater. 130, 69 (2017).

[81] R. W. Gilbert, K. Farrell, and C. E. Coleman, J. Nucl. Mater. 84,
137 (1979).

[82] Y. de Carlan, C. Regnard, M. Griffiths, D. Gilbon, and C.
Lemaignan, in Zirconium in the Nuclear Industry: 11th In-
ternational Symposium, edited by E. R. Bradley and G. P.
Sabol (ASTM International, West Conshohocken, PA, 1996),
Vol. STP16194S, p. 638.

[83] M. Topping, A. Harte, P. Frankel, C. Race, G. Sundell, M.
Thuvander, H. Andrén, D. Jadernas, P. Tejland, J. Romero,
E. Darby, S. Dumbill, L. Hallstadius, and M. Preuss, The
effect of iron on dislocation evolution in model and commer-
cial zirconium alloys, in Zirconium in the Nuclear Industry:
18th International Symposium, edited by R. Comstock and A.
Motta (ASTM International, West Conshohocken, PA, 2018),
Vol. STP1597, p. 796.

043602-11

https://doi.org/10.1016/0022-3115(94)90016-7
https://doi.org/10.1016/0022-3115(94)90016-7
https://doi.org/10.1016/0022-3115(94)90016-7
https://doi.org/10.1016/0022-3115(94)90016-7
https://doi.org/10.1006/jcph.1995.1039
https://doi.org/10.1006/jcph.1995.1039
https://doi.org/10.1006/jcph.1995.1039
https://doi.org/10.1006/jcph.1995.1039
https://doi.org/10.1080/01418619508244468
https://doi.org/10.1080/01418619508244468
https://doi.org/10.1080/01418619508244468
https://doi.org/10.1080/01418619508244468
https://doi.org/10.1103/PhysRevB.69.144113
https://doi.org/10.1103/PhysRevB.69.144113
https://doi.org/10.1103/PhysRevB.69.144113
https://doi.org/10.1103/PhysRevB.69.144113
https://doi.org/10.1080/09500830701191393
https://doi.org/10.1080/09500830701191393
https://doi.org/10.1080/09500830701191393
https://doi.org/10.1080/09500830701191393
https://doi.org/10.1016/j.actamat.2014.06.012
https://doi.org/10.1016/j.actamat.2014.06.012
https://doi.org/10.1016/j.actamat.2014.06.012
https://doi.org/10.1016/j.actamat.2014.06.012
https://doi.org/10.1063/1.4942533
https://doi.org/10.1063/1.4942533
https://doi.org/10.1063/1.4942533
https://doi.org/10.1063/1.4942533
https://doi.org/10.1016/j.nimb.2013.01.048
https://doi.org/10.1016/j.nimb.2013.01.048
https://doi.org/10.1016/j.nimb.2013.01.048
https://doi.org/10.1016/j.nimb.2013.01.048
https://doi.org/10.1016/j.actamat.2014.09.020
https://doi.org/10.1016/j.actamat.2014.09.020
https://doi.org/10.1016/j.actamat.2014.09.020
https://doi.org/10.1016/j.actamat.2014.09.020
https://doi.org/10.1016/j.jnucmat.2015.03.007
https://doi.org/10.1016/j.jnucmat.2015.03.007
https://doi.org/10.1016/j.jnucmat.2015.03.007
https://doi.org/10.1016/j.jnucmat.2015.03.007
https://doi.org/10.1080/14786435.2017.1287441
https://doi.org/10.1080/14786435.2017.1287441
https://doi.org/10.1080/14786435.2017.1287441
https://doi.org/10.1080/14786435.2017.1287441
https://doi.org/10.1016/j.jnucmat.2016.06.002
https://doi.org/10.1016/j.jnucmat.2016.06.002
https://doi.org/10.1016/j.jnucmat.2016.06.002
https://doi.org/10.1016/j.jnucmat.2016.06.002
https://doi.org/10.1103/PhysRevB.39.4997
https://doi.org/10.1103/PhysRevB.39.4997
https://doi.org/10.1103/PhysRevB.39.4997
https://doi.org/10.1103/PhysRevB.39.4997
https://doi.org/10.1186/s40192-015-0040-1
https://doi.org/10.1186/s40192-015-0040-1
https://doi.org/10.1186/s40192-015-0040-1
https://doi.org/10.1186/s40192-015-0040-1
https://doi.org/10.1016/0168-583X(85)90451-3
https://doi.org/10.1016/0168-583X(85)90451-3
https://doi.org/10.1016/0168-583X(85)90451-3
https://doi.org/10.1016/0168-583X(85)90451-3
https://doi.org/10.1016/j.scriptamat.2016.06.028
https://doi.org/10.1016/j.scriptamat.2016.06.028
https://doi.org/10.1016/j.scriptamat.2016.06.028
https://doi.org/10.1016/j.scriptamat.2016.06.028
https://doi.org/10.1016/j.jallcom.2016.12.441
https://doi.org/10.1016/j.jallcom.2016.12.441
https://doi.org/10.1016/j.jallcom.2016.12.441
https://doi.org/10.1016/j.jallcom.2016.12.441
https://doi.org/10.1209/0295-5075/119/56003
https://doi.org/10.1209/0295-5075/119/56003
https://doi.org/10.1209/0295-5075/119/56003
https://doi.org/10.1209/0295-5075/119/56003
https://doi.org/10.1016/j.jnucmat.2018.08.049
https://doi.org/10.1016/j.jnucmat.2018.08.049
https://doi.org/10.1016/j.jnucmat.2018.08.049
https://doi.org/10.1016/j.jnucmat.2018.08.049
https://doi.org/10.1038/s41467-018-07102-3
https://doi.org/10.1038/s41467-018-07102-3
https://doi.org/10.1038/s41467-018-07102-3
https://doi.org/10.1038/s41467-018-07102-3
https://doi.org/10.1103/PhysRevLett.120.185501
https://doi.org/10.1103/PhysRevLett.120.185501
https://doi.org/10.1103/PhysRevLett.120.185501
https://doi.org/10.1103/PhysRevLett.120.185501
https://doi.org/10.1103/PhysRevB.94.024305
https://doi.org/10.1103/PhysRevB.94.024305
https://doi.org/10.1103/PhysRevB.94.024305
https://doi.org/10.1103/PhysRevB.94.024305
https://doi.org/10.1016/j.commatsci.2017.02.028
https://doi.org/10.1016/j.commatsci.2017.02.028
https://doi.org/10.1016/j.commatsci.2017.02.028
https://doi.org/10.1016/j.commatsci.2017.02.028
https://doi.org/10.1103/PhysRevB.85.184203
https://doi.org/10.1103/PhysRevB.85.184203
https://doi.org/10.1103/PhysRevB.85.184203
https://doi.org/10.1103/PhysRevB.85.184203
https://doi.org/10.1088/0965-0393/18/1/015012
https://doi.org/10.1088/0965-0393/18/1/015012
https://doi.org/10.1088/0965-0393/18/1/015012
https://doi.org/10.1088/0965-0393/18/1/015012
https://doi.org/10.1103/PhysRevB.57.7556
https://doi.org/10.1103/PhysRevB.57.7556
https://doi.org/10.1103/PhysRevB.57.7556
https://doi.org/10.1103/PhysRevB.57.7556
https://doi.org/10.1103/PhysRevB.66.024106
https://doi.org/10.1103/PhysRevB.66.024106
https://doi.org/10.1103/PhysRevB.66.024106
https://doi.org/10.1103/PhysRevB.66.024106
https://doi.org/10.1103/PhysRevB.56.2421
https://doi.org/10.1103/PhysRevB.56.2421
https://doi.org/10.1103/PhysRevB.56.2421
https://doi.org/10.1103/PhysRevB.56.2421
http://link.aps.org/supplemental/10.1103/PhysRevMaterials.3.043602
https://doi.org/10.1038/srep23333
https://doi.org/10.1038/srep23333
https://doi.org/10.1038/srep23333
https://doi.org/10.1038/srep23333
https://doi.org/10.1088/0029-5515/53/12/123014
https://doi.org/10.1088/0029-5515/53/12/123014
https://doi.org/10.1088/0029-5515/53/12/123014
https://doi.org/10.1088/0029-5515/53/12/123014
https://doi.org/10.1080/14786430601185085
https://doi.org/10.1080/14786430601185085
https://doi.org/10.1080/14786430601185085
https://doi.org/10.1080/14786430601185085
https://doi.org/10.1016/j.actamat.2014.06.024
https://doi.org/10.1016/j.actamat.2014.06.024
https://doi.org/10.1016/j.actamat.2014.06.024
https://doi.org/10.1016/j.actamat.2014.06.024
https://doi.org/10.1080/14786437108217049
https://doi.org/10.1080/14786437108217049
https://doi.org/10.1080/14786437108217049
https://doi.org/10.1080/14786437108217049
https://doi.org/10.1002/pssa.2210310223
https://doi.org/10.1002/pssa.2210310223
https://doi.org/10.1002/pssa.2210310223
https://doi.org/10.1002/pssa.2210310223
https://doi.org/10.1063/1.3047787
https://doi.org/10.1063/1.3047787
https://doi.org/10.1063/1.3047787
https://doi.org/10.1063/1.3047787
https://doi.org/10.1063/1.3047787
https://doi.org/10.1016/0022-3115(88)90099-2
https://doi.org/10.1016/0022-3115(88)90099-2
https://doi.org/10.1016/0022-3115(88)90099-2
https://doi.org/10.1016/0022-3115(88)90099-2
https://doi.org/10.1016/0022-3115(88)90093-1
https://doi.org/10.1016/0022-3115(88)90093-1
https://doi.org/10.1016/0022-3115(88)90093-1
https://doi.org/10.1016/0022-3115(88)90093-1
https://doi.org/10.1103/PhysRevB.87.144107
https://doi.org/10.1103/PhysRevB.87.144107
https://doi.org/10.1103/PhysRevB.87.144107
https://doi.org/10.1103/PhysRevB.87.144107
https://doi.org/10.1016/j.actamat.2017.08.016
https://doi.org/10.1016/j.actamat.2017.08.016
https://doi.org/10.1016/j.actamat.2017.08.016
https://doi.org/10.1016/j.actamat.2017.08.016
https://doi.org/10.1016/S0020-7225(99)00038-5
https://doi.org/10.1016/S0020-7225(99)00038-5
https://doi.org/10.1016/S0020-7225(99)00038-5
https://doi.org/10.1016/S0020-7225(99)00038-5
https://doi.org/10.1126/science.1183723
https://doi.org/10.1126/science.1183723
https://doi.org/10.1126/science.1183723
https://doi.org/10.1126/science.1183723
https://doi.org/10.1016/j.scriptamat.2011.01.031
https://doi.org/10.1016/j.scriptamat.2011.01.031
https://doi.org/10.1016/j.scriptamat.2011.01.031
https://doi.org/10.1016/j.scriptamat.2011.01.031
https://doi.org/10.1016/j.actamat.2017.03.024
https://doi.org/10.1016/j.actamat.2017.03.024
https://doi.org/10.1016/j.actamat.2017.03.024
https://doi.org/10.1016/j.actamat.2017.03.024
https://doi.org/10.1016/0022-3115(79)90157-0
https://doi.org/10.1016/0022-3115(79)90157-0
https://doi.org/10.1016/0022-3115(79)90157-0
https://doi.org/10.1016/0022-3115(79)90157-0

