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Using first-principles calculations, this paper systematically investigates the ionization potentials (IPs) and
electron affinities (EAs) of nonpolar surfaces of binary divalent metal oxides with formally closed-shell
electronic structures, namely, BeO, MgO, CaO, SrO, BaO, ZnO, HgO, SnO, and PbO in relevant crystal
structures. An emphasis is put on the understanding of the effects of chemical composition, crystal structure, and
surface orientation on the surface band positions. Slab models for nonpolar surfaces are automatically generated
using a proposed algorithm that provides a set of unique nonpolar surface orientations. A non-self-consistent
dielectric-dependent hybrid functional approach is employed that is shown to provide a significant improvement
in the band-gap, IP, and EA evaluation over standard density functional theory calculations using the generalized
gradient approximation. The valence band maximum, O 2s band center, and O-site local potential versus the
vacuum level are examined for prototypical rocksalt, wurtzite, and zincblende surfaces of selected systems
without atomic relaxation. All of these quantities are found to qualitatively follow the tendency in the Madelung
potential at the O site, where decreasing interatomic distance results in deeper energy levels. The valence band
maxima versus the vacuum level or the IPs after atomic relaxation also show a similar trend even when other
cation species and crystal structures are included in the discussion, while there is much less correlation for EAs.
An overall trend indicates that lattice volume reflecting cation species is a determinant factor to the IPs of the
divalent metal oxides investigated in this paper although there are surface-specific dipole contributions that cause
the surface orientation dependence of the IPs.
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I. INTRODUCTION

The relative position of valence and conduction bands be-
tween semiconductors and insulators, or the band alignment,
is fundamental information for surface and heterointerface
design [1–5]. A comparison of the valence band maximum
(VBM) and conduction band minimum (CBM) against the
vacuum level or, in other words, the ionization potential
(IP) and electron affinity (EA), respectively, is one approach
toward determination of the band alignment between arbi-
trary materials. IPs and EAs are fundamentally surface de-
pendent quantities and are affected by the surface dipole
contribution [1,6,7] that depends on the atomic structure,
composition, and adsorption at the surfaces. Nevertheless, IPs
and EAs also provide reasonable estimates of heterojunction
band alignments, especially when the constituent materials
of an interface have similar crystal and electronic structures
[8–10].

Systematic evaluation of IPs and EAs over a large num-
ber of systems would be useful when identifying promising
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surfaces and/or heterojunctions that would improve current
material and/or device performance or create new function-
alities. High-throughput first-principles calculations [11–21]
based on density functional theory [22,23] are extremely
powerful when generating a large data set of many known and
hypothetical materials [17,24–26] and are widely employed
to understand trends in physical and chemical properties and
to explore novel materials [27–42]. Data obtained from high-
throughput calculations can also be used for machine learning,
which allows us to construct models for accelerated prediction
of material properties [33,35,43,44].

Metal oxides play important roles in many industrial ap-
plications such as capacitors, thermistors, varistors, magnets,
electronic devices, phosphors, catalysts, and photocatalysts
[45–55]. Therefore, metal oxides have been targets of much
experimental and theoretical investigation from viewpoints of
both fundamental science and engineering technology, and
experimentally known and/or theoretically favorable poly-
morphs are established for many oxides. For instance, the In-
organic Crystal Structure Database (ICSD) includes more than
40 000 oxides with different stoichiometries and space groups
[56]. Examples of such theoretical studies include systematic
first-principles investigation into binary oxide polymorphs
using a variety of density functional approximations [57] as
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well as the aforementioned high-throughput computation and
database construction.

In the present paper, we utilize an automated approach to
systematically investigate the IPs and EAs of the nonpolar
surfaces of prototypical metal oxides with divalent cations and
formally closed-shell electronic structures. In addition, factors
that affect the IPs and EAs are discussed. Polar surfaces
are excluded because an assumption is necessary to resolve
the polar instability, for example, charge accumulation, com-
position modulation, and/or adsorption at surfaces, which
depend not only on intrinsic material characteristics but also
on fabrication processes [58]. First-principles calculations
are conducted using the Perdew-Burke-Ernzerhof generalized
gradient approximation (GGA) functional tuned for solids
(PBEsol) [59], with the Hubbard U correction [60,61] when
necessary, and dielectric-dependent (dd) hybrid functionals
[62–70]. It has been demonstrated that the dd hybrid func-
tionals describe the band gaps and surface band positions well
with accuracy comparable to the GW approximation based on
many-body perturbation theory [71,72] for prototypical semi-
conductors and insulators but with much lower computational
costs [65,66,69,73]. Systematic IP and EA evaluation at the
hybrid functional level is, however, challenging as it requires a
large number of surface calculations [8,74–76]. We accelerate
the hybrid functional calculations using a non-self-consistent
(nsc) approach, which has been shown to yield band structures
similar to self-consistent solutions for a number of semicon-
ductors and insulators [64,77,78]: for example, the difference
in the band gaps of prototypical group-IV, -III–V, and -II–
VI semiconductors is about 0.1 eV [73]. Moreover, the nsc
approach substantially reduces the computational costs for IP
and EA evaluation with reasonable accuracy preserved [73].
The advances in this paper will contribute to the acceleration
of high-throughput calculations of surface properties, as well
as the understanding of the factors that determine IPs and EAs.

II. METHODOLOGY

Models and procedures for first-principles calculations

Divalent metal oxides with a formally closed-shell elec-
tronic structure in nine crystal structures (prototypes) were
considered. These prototypes, which also appeared in
Ref. [57], are listed in Table I and visualized in Fig. 1. The
considered compositions are BeO, MgO, CaO, SrO, BaO,
ZnO, HgO, SnO, and PbO. CdO is excluded because the band

gap for the rocksalt structure that it typically takes has a rather
small band gap by PBEsol, both with and without the +U
corrections to the Cd 4d semicore states. First-principles cal-
culations were conducted using the projector augmented-wave
method [79] as implemented in the VASP code [80,81]. Among
the GGAs, the PBEsol functional [59] was used because it
provides reasonable energetics and crystal structures of metal
oxides, for instance, compared to the standard PBE functional
[82] as shown in our previous study [57]; for binary oxides,
the results are comparable to the strongly constrained and
appropriately normed meta-GGA that was recently proposed
[83]. The nsc-dd hybrid functional calculation formalism is
additionally employed to enable sufficiently accurate and
computationally cost-effective IPs and EAs evaluation [73], as
detailed below. The wave functions, and therefore the Hartree
potential, are fixed at those obtained using PBEsol(+U) as in
the case of typical perturbative calculations such as GW. This
nsc approach allows us to electrostatically align bulk mod-
els treated using the hybrid functional with surface models
treated using PBEsol(+U) and thereby accelerate IP and EA
evaluation significantly by avoiding costly hybrid functional
calculations of the surfaces.

The bulk and surface geometries were optimized using
PBEsol(+U). As an exception, the band gap of SnO is found
to be sensitive to the lattice parameters, and the crystal struc-
ture relaxed using PBE was adopted to obtain a nonzero band
gap for the massicot and litharge structures. The massicot
structure is less stable by 57 meV/atom compared to the
litharge structure. The deviations from experimental values
in lattice constants a and c, respectively, are 1.5 and 3.9%
with PBE and −0.1 and −2.4% with PBEsol for the litharge
structure [57]. The Hubbard U correction [60,61] was addi-
tionally considered for ZnO to avoid excessive hybridization
between the Zn 3d and O 2p orbitals in the valence band
[19,84,85]. Dudarev’s formulation [61] was used with an
effective U value, U–J, of 5 eV for the Zn 3d orbitals. The
results presented for ZnO include the Hubbard U correction
unless stated otherwise as “Zn w/o +U.” The semicore d states
of Sn and Pb were considered only when calculating the Bader
charges [86–89]. Bulk geometry optimization was conducted
using a plane-wave basis set with an energy cutoff of 550 eV
and even k-point meshes that were determined on the basis of
convergence of total energies: the criterion of the total energy
change was set at 0.005 meV per atom per the number of
incremental k points starting from the k-point spacing smaller

TABLE I. List of prototype structures selected from the Inorganic Crystal Structure Database (ICSD) [56]. The structure type in ICSD is
used as the prototype name unless indicated otherwise. Z is the number of formula units in the crystallographic conventional cell.

ICSD collection code Space group type Space group number Z ICSD structure type Prototype

163628 Fm3̄m 255 4 NaCl Rocksalt
162843 P 63mc 186 2 Wurtzite-ZnS (2H) Wurtzite
29082 F 4̄3m 216 4 Sphalerite-ZnS (cF8) Zincblende
18147 P 42/mnm 136 4 BeO (tP8) BeO
40316 Pnma 62 4 HgO Montroydite
639125 P 3121 152 3 HgS Cinnabar
15402 Pbcm 57 4 Massicot
62842 P4/nmm 129 2 Litharge
173921 P 63/mmc 194 2 Nickeline-NiAs NiAs
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FIG. 1. Prototypes of binary oxides considered in this paper. Blue and red circles represent cations and O ions, respectively, while frames
indicate unit cells.

than 0.06 Å
−1

in the crystallographer’s definition along each
reciprocal basis vector.

Slab-and-vacuum models for surfaces, where slabs in-
finitely extending in two directions (in-plane directions) are
alternated with a vacuum region in the other direction un-
der three-dimensional periodic boundary conditions, were
constructed based on the algorithm by Hinuma et al. [16].
Only nonpolar slabs that can be obtained by simply cleaving
from bulk without substantial reconstruction were considered
(nonpolar types A and B in their definition, corresponding
to Tasker’s types 1 and 2 [90], respectively). A set of slabs
with unique termination can be automatically identified us-
ing the algorithm outlined in Appendix. All possible non-
polar and stoichiometric terminations for the same surface
orientation are investigated. Surfaces with higher density of
severed bonds are expected to have higher energies, hence a
termination with atoms having higher coordination numbers
would be favored within the same orientation. In consequence,
if removing all twofold coordinated atoms near the surface
results in a stoichiometric slab and threefold or higher co-
ordination in all remaining atoms, the twofold coordinated
atoms are removed to obtain a more stable surface termination
within the same orientation. This process is required in some
terminations such as wurtzite (101̄0), (213̄0), (314̄0), and
(325̄0); BeO (100), (101), and (110); and massicot (101) and
(110). Here, the coordination number is defined as the number
of atoms positioned less than 1.1 times the nearest-neighbor

distance. However, this atom removal process turned out to
always result in another termination that was already found,
thus additional consideration of this reconstruction was not
necessary for the surfaces dealt with in the present paper.

IPs and EAs were calculated based on the bulk-based
definition [91] that excludes the explicit effects of in-gap
surface states as in typical IP and EA evaluation [19]. In this
approach, the IP (I) and EA (A) are obtained by combining
surface and bulk calculations as [19,91]

I = εsurface
vac − ε

surface,far
ref − (

εbulk
VBM − εbulk

ref

)
, (1)

A = εsurface
vac − ε

surface,far
ref − (

εbulk
CBM − εbulk

ref

)
. (2)

A surface calculation using a slab model (supercell) is used
to obtain εsurface

vac and ε
surface,far
ref , which are the vacuum level and

the reference level in the bulklike region far from the surface,
respectively. The bulklike region is defined as the middle
one-third of the slab. On the other hand, a bulk calculation is
used to determine εbulk

VBM, εbulk
CBM, and εbulk

ref , which are the VBM,
CBM, and the reference level, respectively.

The IPs and EAs, as well as the band gaps, were corrected
from PBEsol(+U) values using the nsc-dd hybrid functional
calculations for the bulk models [73]. The average local
potential at the atomic sites was used as the reference level.
The reciprocal of the electronic contribution to the static
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dielectric constant was used as the amount of the nonlocal
Fock-exchange mixing in the full-range dd-hybrid functional,
which is identical to the PBE0 hybrid functional except for
the nonlocal exchange mixing value [63,66,73]. PBEsol(+U)
and the random-phase approximation (RPA) were used to
evaluate the electronic static dielectric constants based on
the density functional perturbation theory (DFPT) [92,93],
which has been shown to yield values close to experimental
electronic static dielectric constants [19,73]. The number of
k points sampled in the DFPT calculations was increased by
2.5 times in all the directions from the k mesh used in the
bulk geometry optimization stage. The convergence of IPs and
EAs was checked by building slabs of the same termination
with various thicknesses and incrementally increasing the
thickness by the minimum possible amount until the changes
in the IP and EA are less than 0.1 eV per inclement. The
resultant slab thickness is larger than 15 Å and three repeat
units, and the minimum vacuum thickness is 12 Å.

III. RESULTS AND DISCUSSION

A. Bulk electronic structure and properties

Table II shows the minimum and direct band gaps of binary
divalent metal oxide polymorphs obtained using PBEsol(+U).
Values are not shown for crystals with significant lattice or
internal coordinate (IC) relaxation (lattice deformation index
LR2 > 0.2 and/or IC relaxation index CR > 0.25 Å; the
definitions of LR2 and CR are found in Ref. [57]) or those
that are metastable by 0.05 eV/atom or more compared to
the lowest-energy polymorph (hereafter denoted as “highly
metastable” while polymorphs metastable by 0.05 eV/atom
or less are defined as “slightly metastable”); the relative
formation energies of polymorphs have been reported in
Ref. [57]. Exceptions are made for some rocksalt, wurtzite,
and zincblende structure systems that are highly metastable

and considered to investigate the crystal structure dependence
of IPs and EAs.

The electronic static dielectric constants obtained using
PBEsol(+U) and the RPA are listed in Table III and compared
with available experimental values [94,95]. The theoretical
values are reasonably close to the corresponding experimental
values, as is also found in other semiconductors and insulators
treated using PBE(+U) and the RPA in Refs. [19,73]. The
overestimating tendency is partly attributed to the underes-
timation of the band gaps by PBEsol(+U). A wider gap
material tends to yield a smaller dielectric constant, resulting
in a larger contribution of the nonlocal Fock exchange in
the dd-hybrid functional. Here, a dielectric constant of 4
corresponds to 25% nonlocal exchange mixing that is adopted
in HSE06 [96–98] and PBE0 [99–101].

Table IV shows the minimum and direct band gaps
obtained using nsc-dd hybrid functional calculations. The
effect of including spin-orbit coupling (SOC) on the band
gap was investigated for oxides containing heavy cations,
namely, litharge and massicot PbO as well as cinnabar and
montroydite HgO. The band-gap reduction by including SOC
is less than 0.1 eV for both PbO and HgO, and therefore this
effect is not considered in this paper. Table V compares the
theoretical band gaps of selected systems with experimental
values. It is found that the nsc-dd hybrid functional results
show a significant improvement over those of PBEsol(+U) for
closed-shell binary metal oxides considered in this paper, as is
the case for group-IV, -III–V, and -II–VI semiconductors [73].

Figures 2 and 3 show the electronic density of states (DOS)
and band structure of selected systems obtained using nsc-dd
hybrid functional calculations, respectively. The results for
three types of crystal structures are shown for MgO and ZnO
to discuss the structure dependence. The electronic structures
of rocksalt MgO, CaO, SrO, and BaO near the band gaps
are relatively simple; the electronic states near the VBM are

TABLE II. Minimum and direct band gaps of divalent metal oxides from PBEsol(+U) calculations (in eV). Values in italics are for highly
metastable polymorphs. A system has a direct-type band structure when its direct gap is the same as the minimum gap; otherwise, the band
structure is of indirect type and the direct band gap is shown in parentheses.

ZnO
BeO MgO CaO SrO BaO w/o +U ZnO HgO SnO PbO

Rocksalt 8.25 4.66 3.55 3.16 1.86 0.81 1.86
(8.54) (3.91) (3.25) (2.21) (2.88)

Wurtzite 7.47 3.38 0.68 1.46
Zincblende 6.68 3.50 3.26 2.44 2.22 0.57 1.35

(7.43) (3.92) (3.34) (3.44)
BeO 7.08 0.68 1.47

(7.10)
Montroydite 1.11

(1.50)
Cinnabar 1.19

(1.31)
Massicot 1.98

(2.22)
Litharge 0.37 1.18

(1.86) (2.21)
NiAs 2.30

(2.36)
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TABLE III. Electronic contribution to the spherically averaged dielectric constants of divalent metal oxides obtained using PBEsol(+U)
and the RPA. Values in italics are for highly metastable polymorphs. Experimental values from Refs. [94,95] are shown in parentheses.

ZnO
BeO MgO CaO SrO BaO w/o +U ZnO HgO SnO PbO

Rocksalt 3.51 2.99 3.65 3.67 4.13 5.23 4.58
(2.9,a 3.1b) (3.3b) (3.3b) (3.6b)

Wurtzite 2.96 2.83 5.17 4.12
(3.7a) (3.7a)

Zincblende 2.97 2.88 3.14 3.22 3.67 5.58 4.22
BeO 2.89 4.84 3.96
Montroydite 6.05
Cinnabar 6.11
Massicot 6.69
Litharge 6.71 6.12
NiAs 4.44

aReference [94].
bReference [95].

mainly composed of the O 2p states. The valence band width
decreases in the order of MgO, CaO, SrO, and BaO, which can
be partly attributed to the O-O distance that increases in this
order. The primary contributors around the CBM are cation
s states for MgO and ZnO, whereas the d-state contributions
are prominent in CaO, SrO, and BaO. The semicore cation p

band moves upward as the cation becomes heavier from CaO
(∼−20 eV) to BaO (∼ −11 eV). Hybridization between these
cation p states and the O 2s states is especially noticeable in
CaO and SrO. ZnO is more complicated as the semicore Zn
3d states are energetically close to the O 2p states and they
hybridize largely with each other. Both cation s and p states
hybridize significantly with the O 2p states near the VBM in
SnO, PbO, and HgO; the contribution of the Hg 5d states is
also recognized in the valence band of HgO.

Turning to the crystal structure dependence in MgO and
ZnO, the overall chemical features in the band structures are
common to the polymorphs for each compound, although
differences in the relative band position and band width are
recognized. In addition, the band structure is of indirect type
for rocksalt ZnO whereas all the other polymorphs of MgO
and ZnO are of direct type. Here, note that the primitive cell
of the wurtzite structure contains four atoms compared to
two in the rocksalt and zincblende, thus the band diagram of
wurtzite contains double the number of bands of rocksalt and
zincblende.

B. Surface electronic structure and energetics

As an example of the results on the surface band alignment,
Fig. 4 shows the VBM and CBM with respect to the vacuum

TABLE IV. Minimum and direct band gaps of divalent metal oxides from nsc-dd hybrid functional calculations (in eV). Values in italics are
for highly metastable polymorphs. A system has a direct-type band structure when its direct gap is the same as the minimum gap; otherwise,
the band structure is of indirect type and the direct band gap is shown in parentheses.

ZnO
BeO MgO CaO SrO BaO w/o +U ZnO HgO SnO PbO

Rocksalt 11.40 8.02 6.48 5.85 4.06 2.72 3.48
(11.72) (6.89) (5.94) (3.89) (4.92)

Wurtzite 11.10 6.72 2.61 3.28
Zincblende 10.23 6.81 6.20 5.22 4.58 2.36 3.10

(11.06) (6.84) (6.15) (5.89)
BeO 10.75 2.75 3.36

(10.77)
Montroydite 2.30

(2.79)
Cinnabar 2.33

(2.47)
Massicot 3.00

(3.19)
Litharge 1.07 2.15

(2.67) (3.29)
NiAs 4.39

(4.44)
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TABLE V. Comparison of calculated and experimental band gaps (in eV). No direct band-gap value is given if it is the same as the minimum
gap. Experimental values are taken from Refs. [102–111].

Minimum band gap Direct band gap

System Prototype PBEsol (+U) nsc-dd hybrid PBEsol (+U) nsc-dd hybrid Experiment

BeO Wurtzite 7.47 11.10 9.9,a 10.6b

MgO Rocksalt 4.66 8.02 7.833 ± 0.020c

CaO Rocksalt 3.55 6.48 3.91 6.89 5.7,a 7.085 ± 0.020,c 7.085 (�),d 7.47 (X),d 7.16 (L)d

SrO Rocksalt 3.16 5.85 3.25 5.94 6.1,a 5.896 (�),d 6.28 (X),d, 5.97 (L)d

BaO Rocksalt 1.86 4.06 4.8,a 4.286 (�),d 4.182 (X),d, 3.89 (L),d 4.2 ± 0.1e

ZnO Wurtzite 1.46 3.28 3.4,a 3.44f

HgO Montroydite 1.11 2.30 1.50 2.79 2.19, 2.80g

SnO Litharge 0.37 1.07 1.86 2.67 0.7 (indirect), 2.7 (direct)h

PbO Litharge 1.18 2.15 2.21 3.29 1.9 ± 0.2i

PbO Massicot 1.98 3.00 2.22 3.19 2.5j

aReference [102]; bRef. [103]; cRef. [104]; dRef. [105]; eRef. [106]; fRef. [107]; gRef. [108]; hRef. [109]; iRef. [110]; jRef. [111].

level (the negatives of the IP and EA, respectively) for selected
nonpolar surfaces of stable and slightly metastable structures
after IC relaxation, obtained using nsc-dd hybrid functional
calculations. Both (101̄0) and (21̄1̄0) surfaces are considered
for the wurtzite structure. The results are compared with
available experimental values for the same surface orienta-
tions [109,112–114]. The band positions of rocksalt MgO and
wurtzite ZnO are relatively well reproduced, whereas those of
litharge SnO are predicted to be ∼ 1 eV higher. The discrep-
ancy from the experimental value would partly result from the
difference in the detail of the local chemical composition and
structural reconstruction at the surface. The theoretical IP of
the ZnO wurtzite (101̄0) surface with IC relaxation is 7.61 eV,
which is slightly smaller than the experimental value of 8.0 eV
[114]. The (21̄1̄0) surface shows a similar theoretical IP of
7.64 eV, while a reported experimental value is 7.82 eV
[113].The surface orientation dependence is not significant for
these nonpolar surfaces of ZnO in both theory and experiment.
It is noted that the slight errors in theoretical lattice constants,
−2.3 and −1.8% for a and c, respectively, affect the IP; for
instance, fixing the lattice parameters to experimental values
and then relaxing ICs increases the IP by about 0.2 to 7.85 eV
for the (101̄0) surface.

A chemical tendency is recognized in the band positions
within the same crystal structures, namely, between MgO,
CaO, SrO, and BaO in the rocksalt structure and BeO versus
ZnO in three kinds of structures. In particular, the tendency
in the VBM or IP of the rocksalt crystals is consistent with a
previous theoretical study by Logsdail et al., where surface
polarization effects are considered in the evaluation of the
band positions [115]. For further discussion, the effect of each
factor, such as the crystal structure and chemical composi-
tion, needs to be differentiated. Therefore, in the following
section we focus mainly on three crystal structures, which
are rocksalt, zincblende, and wurtzite, and six compositions,
namely, BeO, MgO, CaO, SrO, BaO, and ZnO. Many of the
combinations of these crystal structures and compositions are
experimentally found and/or theoretically predicted to have
relatively low energies [57].

1. Prototypical rocksalt, zincblende, and wurtzite surfaces

The rocksalt (100), zincblende (110), and wurtzite (101̄0)
surfaces are selected as prototypical surfaces and their proper-
ties are investigated for BeO, MgO, CaO, SrO, BaO, and ZnO.
Of these, wurtzite CaO, SrO, and BaO are not discussed here
because these bulk crystals relax considerably toward hexag-
onal BN-like layered structures from the original wurtzite
structures.

Figure 5 shows the band positions of these prototypical
surfaces alongside their band gaps. The VBM and CBM
with respect to the vacuum level are plotted in the vertical
axis of the middle and upper panels, which are the negatives
of IPs and EAs, respectively. Calculations were conducted
with and without relaxation of ICs in slab calculations (“IC
relaxed” and “IC fixed,” respectively) to investigate the re-
laxation effects. The band gap decreases as the cation goes
down the periodic table within the same group and crystal
structure, which is a well-known chemical trend. The VBM
shifts upward toward the vacuum level (the IP decreases) as
well, and a possible cause of this observation is discussed
later. Similarly, the CBM shifts downwards (the EA increases)
for the rocksalts and wurtzites, but the change is not as smooth
as that of the VBM. The zincblendes show somewhat different
behaviors. These results can be understood from the fact that
the VBM is composed primarily of the O 2p states in all
systems, together with some minor contribution from cationic
semicore states, whereas the main contributors to the CBM are
cationic states showing various low-lying orbital symmetry
and spatial distribution.

Relaxation of ICs in slab calculations tends to shift the
VBM downward from the vacuum level (increase the IP)
when the constituent cation is lighter and/or smaller in ionic
size, which is evident in Fig. 6 where results for the rocksalt
(100) surfaces and the zincblende (110) surfaces are plotted;
the results for the wurtzite (101̄0) surfaces are almost the same
as those for the zincblende (110) surfaces and are therefore
omitted from Fig. 6. All prototypical surfaces are of type
A by Hinuma et al.’s definition [16], or type 1 by Tasker’s
definition [90], which means that all layers are stoichiometric
and thus have zero net charge in the point charge picture
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FIG. 2. Electronic density of states (DOS) of selected systems from nsc-dd hybrid functional calculations. The total and orbital projected
DOS are shown in eV−1/f.u. and eV−1/atom, respectively. Energies are taken with respect to the VBM.

prior to relaxation, aside from a slight charge transfer from
the surface layer to the inner layers. However, cations and
anions relax differently along the direction perpendicular to
the surface, and the topmost layer, together with other layers,
separates into two charged layers. The relaxation changes the
VBM position (the IP) by up to ∼1 eV in BeO. Figure 7 plots
the relative displacement in the direction perpendicular to the
surface between cation and anion layers that are closest to
the surface against the difference in the VBM (and also the
CBM) when ICs are fixed and relaxed in the slab calculations.
A positive value of the relative displacement means that the

cation layer is closer to vacuum than the O ion layer. There is
a strong correlation between this relative displacement and the
change in the VBM (the negative of the IP) with relaxation,
which can be qualitatively explained by simple electrostatics.
The cation and anion layers closest to the surface may be
modeled as uniformly charged planes that act as two plates
of a parallel plate capacitor, where the charge density on each
plane is estimated using the formal ionic charges of ±2 (see
Fig. 8). Looking from the vacuum side, the potential of the
slab side becomes lower when the anion layer is closer to
vacuum. This translates to a downward shift of the VBM
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FIG. 3. Electronic band-structure diagrams of selected systems from nsc-dd hybrid functional calculations. Band paths are based on those
reported in Ref. [15]. Energies are taken with respect to the VBM.

with relaxation [116]. The second set of layers relaxes in
the direction opposite from the first (outermost) set of layers,
thereby canceling out some of the VBM shift. There should
be contributions from layers farther away from the surface
but the contributions are expected to become smaller as the
distance from the surface increases. The results shown in
Fig. 7 indicate that the VBM position (the negative of the IP)
is relatively insensitive to the atomic relaxation for zincblende
ZnO with respect to MgO having a similar lattice constant
(and the wurtzite as well, for which the results are not shown

in Fig. 7). This behavior may be partly attributed to the
relatively small net charges of the constituent Zn and O ions;
the calculated Bader charges in the rocksalt structure are
±1.77, ±1.72, ±1.54, ±1.47, ±1.44, and ±1.32 times the
elementary charge for BeO, MgO, CaO, SrO, BaO, and ZnO,
respectively. The absolute values for the zincblende structure
are smaller only by 0.01 to 0.04 times the elementary charge.

Figure 9 plots the VBM (negative of the IP), O 2s band
center versus the vacuum level, average local potential energy
for an electron at the O site with respect to that for an isolated
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FIG. 4. VBM and CBM with respect to the vacuum level (the negatives of the IP and EA, respectively) for selected nonpolar surfaces of
stable and slightly metastable systems from nsc-dd hybrid functional calculations; the IP and EA values are indicated at the bottom and top of
the figure, respectively. Relaxation of atomic positions, i.e., internal coordinates, is taken into account in surface calculations. The horizontal
black and red bars represent experimental IP and EA values taken from Refs. [109,112–114], respectively.

O atom in vacuum, and Madelung potential energy for an
electron at the O site against the reciprocal of the cube root
of volume per atom; the volume per atom is obtained by
dividing the primitive cell volume by the number of atoms in
the cell and its cube root is exactly (nearly) proportional to the
interatomic distance for the rocksalt and zincblende (wurtzite)
structures. Highly metastable structures are included to con-
tain as many samples as possible. Relaxation of ICs is not
performed because highly metastable structures tend to relax
excessively and this behavior adds another degree of com-
plexity when looking for trends. The O 2s band center was
obtained by calculating the atom-projected DOS of O and
then taking a weighted average from −22 to −9 eV below the
VBM. Choosing this range allows averaging over the entire O
2s band in all the considered systems for both PBEsol(+U)
and nsc-dd hybrid functional results.

All of the parameters considered in Figs. 9(a)–9(c) grad-
ually decrease with the decrease in volume from BaO to
BeO, which is especially visible when viewed within the same
crystal structure. This implies the presence of an electrostatic
origin behind the observed tendency. We therefore consider
the Madelung potential energy for an electron at the O site
Eele

M , which is given for the rocksalt and zincblende structures
(and also the idealized wurtzite structure) as

Eele
M = − αqe2

4πε0r0
(3)

where α is the Madelung constant that depends on the crystal
structure, q (>0) is the dimensionless ionic charge, e is
the elementary charge, ε0 is the vacuum permittivity, and
r0 is the nearest-neighbor distance. For the nonpolar type-
A, or Tasker’s type-1, surfaces, the Madelung potential for
the three-dimensional systems would provide a reasonable
estimate of electrostatic potential effects since the direct sum-
mation of point charges in real space converges well when the
summation is terminated by such surfaces [117]. Note that the
vacuum potential is then exactly zero.

Assuming constant ionic charges over different cations,
Eele

M will appear as a (nearly) straight line against the recip-
rocal of r0 for the rocksalt and zincblende (wurtzite) struc-
tures. This is illustrated in Fig. 9(d). The Madelung potential
energies for the wurtzite structures are numerically calculated
for the actual crystal structures using the Ewald method as
implemented in the PYMATGEN code [11], but these values
are found to be different by only less than 0.1 eV from the
idealized crystal structure values. Defining the volume per
atom as v, its cube root v1/3 is (nearly) proportional to r0 in
each structure considered here, and therefore substituting v1/3

for r0 simply results in a different proportionality coefficient.
The former (v1/3) is chosen because the latter (r0) is not
a ubiquitously applicable description of the geometry of a
crystal and, even worse, hinders direct comparison between
crystals with different coordination environments. As dis-
cussed later, Madelung potential energies explicitly calculated
using actual crystal structures also well correlate with v1/3

for various crystal structures including those other than the
rocksalt, zincblende, and wurtzite.

The VBM, O 2s band center, and O-site local potential
energy all qualitatively follow the tendency in the Madelung
potential energy where decreasing interatomic distance results
in deeper positions. Among them, the VBM would be affected
by factors other than electrostatics more than the O 2s band
center and local potential energy. For instance, the valence
band width changes with the cation species, as well as the
crystal structure, as discussed above. This effect is expected
to reduce the tendency of the VBM to go down from BaO
to BeO as the band width increases in this order. In addition,
hybridization of the Zn 3d states into the O 2p-based valence
band of ZnO, as well as its relatively small net charges and
therefore weaker Madelung potential, could explain the higher
VBM than that expected from the trend in Fig. 9(a); the lattice
volume of ZnO is close to that of MgO in each crystal struc-
ture, but the VBM of ZnO is clearly higher. To differentiate
the effects of the Zn 3d position and the lattice parameters in
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ZnO, both of which change by the +U correction to the Zn
3d states, PBEsol+U calculations are also performed using
PBEsol lattice parameters. As a result, the +U correction is
found to lower the VBM by 0.2–0.4 eV for the three crystal
structures under the common PBEsol lattice parameters, while
the changes in the O 2s band center are less than 0.1 eV.

Therefore, the relatively high VBM of ZnO is partly attributed
to the Zn 3d-O 2p hybridization.

The O 2s band center shows an almost linear trend in all
the crystals [Fig. 9(b)]. However, the value for ZnO, which is
the only system with valence d states, is about 2 eV lower than
the trend formed by other crystals with PBEsol(+U). Such a
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significant deviation is not noticeable with the nsc-dd hybrid
functional results. Similarly, ZnO also shows a deviation
from the trend in the O-site local potential energy, which
is treated using PBEsol(+U) [Fig. 9(c)]. Possible causes for
these deviations are the Zn-3d hybridization and/or smaller
net charges than the other oxides. Both O 2s band center and
O-site local potential energies do not show significant crystal
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structure dependences, despite the crystal volume and coor-
dination number differences between rocksalt and the others.
The maximum difference between polymorphs is 0.6 eV in
ZnO without +U followed by 0.5 eV in CaO in both O 2s band
center (PBEsol) and relative O site local potential energy.
From another viewpoint, rocksalt results tend to yield higher
O 2s band centers than those expected from the volume depen-
dence. Smaller volume per atom for rocksalts than wurtzites
and zincblendes would increase the repulsive interaction be-
tween neighboring O 2s states. A similar effect, as well as
the band width and hybridization effects discussed above,
may contribute to the determination of the O 2p-derived
VBM shown in Fig. 9(a). The trend where the VBM, O 2s

band center, and O-site local potential energy decrease with
increasing v−1/3 [Figs. 9(a)–9(c), respectively] is consistent
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with the Madelung potential energy [Fig. 9(d)] although the
slope cannot be quantitatively reproduced with either formal
or Bader charges. The discrepancies are attributed to the fact
that the O 2s states show a finite spatial distribution and the O-
site local potential energies are evaluated within a finite-sized
sphere in contrast to the point charges in the formula of the
Madelung potential energy. In addition, the O 2s band center
and O-site local potential energy involve contributions other
than such a simple electrostatics; in particular, the former is
affected by the energy contributions associated with all the
terms in the one-electron Hamiltonian.

2. Surfaces of stable and slightly metastable polymorphs
of binary divalent metal oxides

Our discussion is now extended to the trend of all the stable
and slightly metastable oxide polymorphs shown in Fig. 4;
additional nonpolar surfaces selected based on the rule
given in the Methodology section are also considered here.
Figure 10 shows the VBM with respect to the vacuum level
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FIG. 10. VBM with respect to the vacuum level (the negative
of the IP) vs surface energy for stable and slightly metastable
divalent metal oxide polymorphs. The VBM refers to the values
from nsc-dd hybrid functional calculations while the surface energy
is obtained using PBEsol(+U). Internal coordinates are relaxed in
surface calculations.
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(the negative of the IP) versus surface energy including IC
relaxation. We see that the VBM (the negative of the IP)
strongly depends on the cation species but is not closely cor-
related with the surface energy even within the same chemical
composition. As in the prototypical surfaces, there is a general
trend where the oxides composed of smaller cations such as
Be, Mg, and Zn have lower VBMs (larger IPs) while those
composed of larger cations, for instance Pb and Ba, have
higher VBMs (smaller IPs). To clarify this point, Fig. 11 plots
the VBM and CBM (the negatives of the IP and EA, respec-
tively) versus the reciprocal of the cube root of volume per
atom. The EA appears to have no direct correlation with the
volume per atom [Fig. 11(a)]; by considering various cation
species and crystal structures here, the tendency is much less
clear than that of the prototypical rocksalt, zincblende, and
wurtzite surfaces discussed above. This is reasonable since
the states governing the CBM differ widely depending on
the chemical composition. In contrast, there is a clear trend
where the VBM moves downwards (the IP increases) with
decreasing cation size [Fig. 11(b)]. The relation against v1/3

is almost linear, which can be related to the nearly linear
trend in the Madelung potential energy (Fig. 12, numerically
calculated using the Ewald method as implemented in the
PYMATGEN code) as in the cases of the prototypical rocksalt,
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FIG. 12. Madelung potential energy for an electron at the O site
vs the reciprocal of the cube root of volume per atom based on (a)
formal and (b) Bader charges. The prototype is identified when there
are multiple prototypes for the same cation.

zincblende, and wurtzite structures. The VBM (the negative
of the IP) of HgO noticeably deviates from the trend, which
could be attributed to its characteristic crystal structure. The
coordination number of the Hg ions is 2 in both montroydite
and cinnabar forms, although four more O ions are present at
about 40% larger distances than the shortest Hg-O distance
in both structures. This is in a stark contrast to the other
oxides where the minimum coordination number is 4. Another
feature of HgO is that its valence band consists of a significant
hybridization of Hg 5d, 6s, 6p, and O 2p states as discussed
above. On the other hand, hybridization of the cation 3d and
O 2p states occurs in ZnO, and that of the cation s, p, and
O 2p states occurs in SnO and PbO. Since such hybridization
is likely to raise the VBM as discussed above, hybridization
by itself cannot explain the large downward deviation of HgO
from the trend. Moreover, the VBMs (the negatives of the IPs)
vary by roughly 2 eV for the same chemical composition,
for instance in BeO, HgO, PbO, and BaO. For these oxides,
the surface orientation dependence amounts to up to ∼1.7 eV
within the same crystal structure. This variation is attributed to
surface-specific characteristics rather than intrinsic bulk band
structures.

Lastly, the effect of the atomic configuration at the surface
is discussed using a high-pressure phase of BaO in the NiAs
structure [118] as an example. Four surfaces shown in Fig. 13
are considered, which are (101̄0), (101̄2), (101̄4), and (21̄1̄0).
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FIG. 13. Atomic structure of nonpolar surfaces of BaO with the
NiAs structure before and after internal coordinate (IC) relaxation.

The (21̄1̄0) surface is nonpolar type A (Tasker’s type 1), while
the others are nonpolar type B (Tasker’s type 2) where the
repeat unit consists of a Ba layer, an O layer, and another
Ba layer. Table VI shows the VBM versus the vacuum level
(the negative of the IP) with fixed and relaxed ICs during
surface calculations. When ICs are fixed, the VBM (IP) for
the (101̄0) surface is higher (the IP is smaller) by at least
1.8 eV compared to the other investigated surfaces because
the anion and cation layers in the repeat unit are positioned far
apart and the outermost layer is the cation layer (see previous
discussion on Fig. 7). The IC relaxation changes the VBM
(IP) only by ∼0.2 eV. The surfaces with large VBM (IP)
differences of over 1 eV between fixed and relaxed IC cal-
culations are (101̄4) and (21̄1̄0). The surface energy changes
most in the former, in terms of both absolute difference and
the percentage in change, although atomic relaxation does not

TABLE VI. VBM versus the vacuum level (the negative of the
IP) and surface energy for BaO with the NiAs structure when internal
coordinates (ICs) are fixed and relaxed in surface calculations. The
VBM and surface energy values are from nsc-dd hybrid functional
and PBEsol(+U) calculations, respectively.

VBM vs vacuum (eV) Surface energy (meV/Å
2
)

Surface IC IC IC IC
fixed relaxed Difference fixed relaxed Difference

(101̄0) − 3.03 − 3.22 − 0.19 51.9 39.5 − 12.4
(101̄2) − 4.90 − 4.70 0.20 50.3 36.9 − 13.4
(101̄4) − 5.45 − 4.45 1.00 102.0 55.4 − 46.7
(21̄1̄0) − 4.85 − 3.60 1.25 68.7 41.5 − 27.1

look significant in Fig. 13. The (21̄1̄0) surface is the sole
nonpolar type-A (Tasker’s type-1) surface where there are
both cations and anions in every layer prior to IC relaxation.
Relaxation of ICs allows the cations to move closer to vacuum
compared to the anions, resulting in a large increase in the
VBM (decrease in the IP), as also found for surfaces of other
crystal structures in Fig. 7. This relaxation, however, does not
substantially reduce the surface energy as shown in Table VI.
The resultant surface energies after atomic relaxation do not
closely correlate with the VBM (IP) values, and such a trend
is also observed in Fig. 10 for other materials. The chemical
composition and volume more affect the VBM (IP), as can be
found in Figs. 10 and 11 and discussed above.

IV. CONCLUSIONS

The valence and conduction band positions with respect
to the vacuum level, i.e., IPs and EAs, of nonpolar surfaces
have been evaluated using PBEsol(+U) and nsc-dd hybrid
functional calculations by taking binary oxides of formally
closed-shell divalent cations as target systems. In particular,
their dependence on the cation species, crystal structure, and
surface orientation has been systematically investigated using
an automatic slab model construction algorithm. As a result,
the IPs are found to be related to the following factors: (1)
cation size, which is represented by the cube root of volume
per atom in this paper—a large cation size decreases the
IP (increases the VBM with respect to the vacuum level)
and the relation is almost linear, and the tendency is also
recognized for the O 2s band center and O-site local potential
with respect to the vacuum level, implying an electrostatic
origin; (2) the presence or absence of significant cationic
orbital contributions near the VBM; and (3) atomic relaxation
near the surface. Factors 1 and 2 are associated with the
cation species and the resultant bulk electronic structure. The
effect of factor 3 mostly depends on the cation size and
surface orientation, and amounts to up to ∼1 eV. The surface
orientation dependence of the IP after IC relaxation within
the same chemical composition and crystal structure is up to
∼1.7 eV in the systems considered. Nevertheless, factor 1, or
lattice volume, is a determinant factor to the IPs. The EAs
show a less clear tendency, which is attributed to the fact that
the dominant orbital components vary with the cation species
in the conduction bands.
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University of Tokyo were used. The VESTA code [119] was
used to draw Figs. 1, 8, 13, and 15.

APPENDIX: ALGORITHM TO DETECT IDENTICAL
NONPOLAR TERMINATIONS

IPs and EAs are surface properties that depend on the
orientation and termination of a surface, as mentioned above.
First-principles calculations allow for explicit atomic level
modeling of the surface, which is beneficial in estimating
IPs and EAs of a given surface. On the flip side, one of
the critical bottlenecks in the high-throughput calculations
of surface properties is building appropriate slab-and-vacuum
models when the surfaces are investigated on the basis of the
supercell approach. This issue is relevant to the variation of
the surface geometry associated with given crystal structures
as well as the local modulation in atomic structure at the
surfaces.

Tasker’s categorization of surfaces into three distinct types
[90] is widely used to classify the polarity of ionic compound
surfaces. Layers of atoms in a Tasker’s type-1 surface are
neutral when formal charges are assumed, whereas those in
a Tasker’s type-2 surface are charged and arranged symmet-
rically such that there is no net dipole moment perpendicular
to the surface plane. All layers in a Tasker’s type-3 (polar)
surface are charged and there is a perpendicular macroscopic
dipole moment. On the other hand, Hinuma et al. redefined
the polar surface and categorized nonpolar surfaces into three
types based on a crystallographic approach [16]. A surface
is nonpolar type A if the surface is not polar and each layer
of atoms is stoichiometric. This is a stricter requirement than
the Tasker’s type-1 surface that could have charge neutrality
based on the formal charge in every layer. Examples are the
(100) SrO- and TiO2-terminated surfaces of cubic perovskite
SrTiO3. These surfaces are not charge neutral and therefore
are Tasker type 3 when actual net charges are considered. A
surface is nonpolar type B if the boundaries of the dipole-free
bulk unit cell [58] or, in other words, the repeat unit with
no dipole moment perpendicular to the surface, lies between
layers of atoms, and nonpolar type C if the boundaries must
lie on layers of atoms. A nonpolar type C slab cannot,
by definition, be simultaneously nonpolar and stoichiometric
when simply cleaved from bulk though a nonpolar; however,
a stoichiometric slab can be obtained by surface modification
involving vacancies and/or adatoms. For example, the rocksalt
(111) surface is Tasker type 3 (polar) but may become non-
polar type C because surface vacancy formation can yield a
nonpolar and stoichiometric slab. The cubic perovskite (100)
surface can also become nonpolar type C. Hinuma et al.
provided an algorithm based on crystallography to obtain a
nonpolar type A or B stoichiometric slab-and-vacuum model,
if it exists, given the crystal, orientation, and minimum slab
and vacuum thicknesses [16]. Their procedure automatically
finds and evaluates the stoichiometry and polarity of four
types of terminations, but they do not give an algorithm to
identify identical terminations among the four.

Orientations/terminations of surfaces investigated in this
paper are obtained by first identifying unique nonpolar sur-
face orientations of a crystal. This is attained by exploiting

information on crystal forms available in Table 3.2.3.2 of the
International Tables of Crystallography A Edition 6 [120].
Orientations are equivalent when they belong to the same
crystal form and nonpolar when orientation (hkl) is equivalent
to (h̄ k̄ l̄). Some orientations are nonpolar only when indices
satisfy certain restrictions or, in other words, belong to a
special crystal form in contrast to a general form. A choice of
unique nonpolar orientations covering all space-group types is
shown as Table VII.

The orientations for rhombohedral lattices in Table VII
are based on the rhombohedral axes. Conversion between
the rhombohedral orientation (hr , kr , lr ) and the hexagonal
orientation (hh, kh, lh) is performed by

⎛
⎝

hr

kr

lr

⎞
⎠ =

⎛
⎝

2 1 1
1̄ 1 1
1̄ 2̄ 1

⎞
⎠

⎛
⎝

hh

kh

lh

⎞
⎠

or ⎛
⎝

hh

kh

lh

⎞
⎠ =

⎛
⎝

1 1̄ 0
0 1 1̄
1 1 1

⎞
⎠

⎛
⎝

hr

kr

lr

⎞
⎠

and then dividing by a positive integer to make the orientation
coprime.

To generate slab-and-vacuum models, a sufficiently large
set of orientations (hkl) is obtained where h is not negative
(h � 0), at least one element of the set [121] is positive (>0),
and nonzero elements of the set {|h|, |k|, |l|} are coprime (if
there is only one nonzero element, that element is set to 1).
The conventional unit cell, as defined according to Ref. [122],
is taken as the starting point and can be obtained using, for in-
stance, the SPGLIB code [123]. Its basis vectors are denoted as
(a, b, c). Defining in-plane vectors h′a + k′b + l′c as vectors
that satisfy (h′, k′, l′) · (h, k, l)T = 0, the (hkl) primitive cell
has basis vectors (aP, bP, c1P) where aP and bP are in-plane
vectors. The unit layer thickness z1u is the minimum z1u

where a slab constructed from the (hkl) primitive cell with
boundaries z′ and z′ + z1u is the same as one with bound-
aries z′ + z1u and z′ + 2z1u. If a nonpolar slab can be taken,
there is exactly one zPc in the range 0 � zPc < 1/2 based
on the (hkl) primitive cell where an isometry, or symmetry
operation that maps a crystal onto itself, maps atoms in the
range z < zPc to z > zPc and vice versa. This zPc is defined
as the unique potential slab center. The polarity type of a
nonpolar orientation can be investigated using the (hkl) 3-
supercell, which is a 1 × 1 × 3 supercell of the (hkl) primitive
cell. The 3-index notation is used here even for hexagonal
crystals such that the same procedure can be applied to all
crystals. Four terminations I to IV are defined, and slabs are
prepared by removing atoms with the z coordinate outside
the ranges defined in Table VIII from the (hkl) 3-supercell.
These terminations are also shown in Fig. 14, alongside four
ranges A–D defined in Table IX. One unit layer contains two
distinct potential slab centers by definition, and two slabs, one
with integer and another with half-integer thickness of the unit
layer thickness, are considered for each potential slab center.
Use of the 1 × 1 × 3 supercell and choice of ranges defined
in Table VIII ensure that each range is wider than one repeat
unit, hence there must be some atoms in the range, and the
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TABLE VII. List of unique nonpolar orientations. Indices h, k, and l must satisfy the following: at least one element of the set {h, k, l} is
positive (>0), and nonzero elements of the set {|h|, |k|, |l|} are coprime (if there is only one nonzero element, that element must be 1).

Point group Space group number Nonpolar orientation Restriction

1 1 None Never nonpolar
1̄ 2 (hkl) h > 0

(0kl) k � 0
2 3–5 (h0l) h � 0
m 6–9 (010)
2/m 10–15 (hkl) h � 0, k � 0
222 16–24 (hk0) h � 0, k > 0

(h0l) h > 0, l � 0
(0kl) k � 0, l > 0

mm2 25–46 (hk0) h � 0, k � 0
mmm 47–74 (hkl) h � 0, k � 0, l � 0
4 75–80 (hk0) h � 0, k > 0
4̄ 81–82 (hk0) h � 0, k > 0

(001)
4/m 83–88 (hkl) h � 0, k > 0, l � 0

(001)
422 89–98 (hk0) 0 < k � h

(h0l) h > 0, l � 0
(hhl) h � 0, l > 0

4mm 99–110 (hk0) 0 � k � h

4̄2m 111–114, 121–122 (hk0) 0 � k � h

(h0l) h � 0, l > 0
4̄m2 115–120 (hk0) 0 � k � h

(hhl) h � 0, l > 0
4/mmm 123–142 (hkl) 0 � k � h, l � 0
3 (hP, hR) 143–146 None Never nonpolar
3̄ (hP) 147 (hkl) h � 0, k � 0
3̄ (hR) 148 (hkl) l < h, l < k, h > 0, k > 0, h �= k

(hhl) h > 0, l �= 0
(hk0) h � 0

312 (hP), 32 (hR) 149, 151, 153, 155 (hhl) h � 0
321 (hP) 150, 152, 154 (h0l) h � 0
3m1 (hP) 156, 158 (110)
31m (hP) 157, 159 (100)
3m (hR) 160–161 (101̄)
3̄1m (hP) 162–163 (hkl) 0 < k � h

(h0l) h � 0, l � 0
3̄1m (hP) 164–165 (hkl) 0 � k < h

(hhl) h � 0, l � 0
3̄m (hR) 166–167 (hkl) l � k � h, k > 0, l �= 0

(hk0) 0 � |k| � h

6 168–173 (hk0) h > 0, k � 0
6̄ 174 (001)
6/m 175, 176 (hkl) h > 0, k � 0, l � 0

(001)
622 177–182 (hk0) 0 < k � h

(h0l) h > 0, l � 0
(hhl) h � 0, l > 0

6mm 183–186 (hk0) 0 � k � h

6̄m2 187, 188 (hhl) h � 0, l � 0
6̄2m 189, 190 (h0l) h � 0, l � 0
6/mmm 191–194 (hkl) 0 � k � h, l � 0
23 195–199 (hk0) h � 0, k � 0
m3̄ 200–206 (hkl) 0 � l < h, l < k, h �= k

(hhl) h � 0, l � 0
432 207–214 (hhl) h � 0, l � 0

(hk0) 0 < k < h

4̄3m 215–220 (hk0) 0 � k � h

m3̄m 221–230 (hkl) 0 � l � k � h
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TABLE VIII. Ranges of z coordinates that correspond to differ-
ent terminations in an (hkl) 3-supercell. zPc and z1u are the unique
potential slab center and unit layer thickness determined in an (hkl)
primitive cell, respectively. The (hkl) 3-supercell is a 1 × 1 × 3
supercell of the (hkl) primitive cell.

Termination Range of z

I (zPc − z1u/4 + 1)/3 � z � (zPc + 5z1u/4 + 1)/3
II (zPc − 3z1u/4 + 1)/3 � z � (zPc + 3z1u/4 + 1)/3
III (zPc − 2z1u/4 + 1)/3 � z � (zPc + 2z1u/4 + 1)/3
IV (zPc + 1)/3 � z � (zPc + 4z1u/4 + 1)/3

z coordinate of the range is entirely in the range 0 < z < 1.
Two considered terminations are equivalent when there are no
atoms in the given corresponding range because the resulting
slab contains the same number of atoms. For instance, termi-
nations I and III are equivalent if there are no atoms in range
A. The four terminations I–IV become identical if there are
no atoms in (zPc + z1u/4 + 1)/3 � z � (zPc + 3z1u/4 + 1)/3
(includes both ranges A and B) or if there are no atoms in
(zPc − z1u/4 + 1)/3 � z � (zPc + z1u/4 + 1)/3 (includes both
ranges C and D). The terminations I to IV are defined with
nonstrict inequalities on both sides as atoms can exist on the
boundaries. In fact, atoms in a nonstoichiometric composition
exist on both boundaries in all nonpolar type-C surfaces. Such
a slab is indeed nonpolar but is not stoichiometric, and some
form of reconstruction is necessary to make a nonpolar and
stoichiometric slab. Choosing only one boundary results in a
polar slab unless there are no atoms on the boundary.

The wurtzite ZnO (101̄0) surface is used as an exam-
ple to demonstrate identification of duplicate terminations.
Figure 15(a) shows the (100) primitive cell of ZnO. Both
Zn and O occupy 2b sites. Here, zPc = 0 (symmetry ensured
by the twofold screw axes at this z coordinate) and z1u = 1.
Figure 15(b) gives the (100) 3-supercell. Ranges for termi-
nations I to IV are shown using blue arrows in the figure,

FIG. 14. Range of z coordinates that define four terminations
I-IV in an (hkl) 3-supercell and ranges A–D used to identify identical
terminations. Filled and empty circles indicate that the boundary is
included and excluded, respectively. The purple and orange lines
indicate the positions of two different potential slab centers, while
dashed lines position exactly between purple and orange lines. zPc

and z1u are the unique potential slab center and unit layer thickness
determined in an (hkl) primitive cell, respectively. The (hkl) 3-
supercell is a 1 × 1 × 3 supercell of the (hkl) primitive cell.

TABLE IX. Four ranges of z coordinates in an (hkl) 3-supercell
and equivalent terminations if there are no atoms in the correspond-
ing range. zPc and z1u are the unique potential slab center and unit
layer thickness determined in an (hkl) primitive cell, respectively.
The (hkl) 3-supercell is a 1 × 1 × 3 supercell of the (hkl) primitive
cell.

Equivalent
Range Range of z terminations

A (zPc + z1u/4 + 1)/3 < z � (zPc + 2z1u/4 + 1)/3 I, III
B (zPc + z1u/4 + 1)/3 � z < (zPc + 2z1u/4 + 1)/3 II, III
C (zPc + 1)/3 � z < (zPc + z1u/4 + 1)/3 II, IV
D (zPc + 1)/3 < z � (zPc + z1u/4 + 1)/3 I, IV

and ranges A to D are indicated by red arrows. Ranges A
and B differ by which end point is included, and the same
holds for C and D. There are atoms in ranges A and B but
not in C and D, which means that terminations I, II, and IV
are equivalent and distinct from termination III. There are
two distinct gaps between layers of atoms in Fig. 15(b). The
slab is obtained by cleaving at the wide and narrow gaps for
the former and latter type of termination, respectively. Actual
first-principles calculations could be conducted after choosing
the out-of-plane basis vector with minimum length arranged
from the algorithm by Semaev [124]. We define the basis

FIG. 15. (a) Two views of the (100) primitive cell of wurtzite
ZnO. (b) The (100) 3-supercell of ZnO and various slab ranges given
in Fig. 14. The gray and red circles represent Zn and O atoms,
respectively, and the frames indicate the (100) primitive cell and
(100) 3-supercell in (a) and (b), respectively.
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vectors of the (hkl) n supercell as (aP, bP, cnP), which is a
1 × 1 × n supercell of the (hkl) primitive cell. Two quantities

y1 = −
(aP·cnP )
|aP|2 − (aP ·bP )(bP·cnP )

|aP|2|bP|2

1 − (aP ·bP )2

|aP|2|bP|2
, (A1)

y2 = −
(bP·cnP )
|bP|2 − (aP·bP )(aP ·cnP )

|aP|2|bP|2

1 − (aP·bP )2

|aP|2|bP|2
(A2)

are calculated together with four integers y1+ = �y1�, y1− =
�y1�, y2+ = �y2�, and y2− = �y2�. Here, �� and �� are ceiling
and floor functions, respectively. Norms of four vectors are
obtained as

n++ = |cnP + y1+aP + y2+bP|, (A3)

n+− = |cnP + y1+aP + y2−bP|, (A4)

n−+ = |cnP + y1−aP + y2+bP|, (A5)

n−− = |cnP + y1−aP + y2−bP|. (A6)

The vector with the smallest norm is chosen as the out-of-
plane basis vector.

In many cases there are a large number of nonpolar orienta-
tions. For instance, there is at least one nonpolar termination
for all orientations when there is inversion symmetry, aside
from the stoichiometry of the slab. Therefore, a limit must
be imposed on the number of orientations to be investigated.
This paper considered nonpolar A or B orientations with sixth
smallest in-plane area or larger and orientations with in-plane
area exceeding five times the smallest nonpolar orientation are
removed from consideration. Here, the in-plane area is the
minimum nonzero area of the slab spanned by two in-plane
vectors. The number of orientations that need to be considered
depends on the system. The stable (100) surface of the rocksalt
structure has the smallest in-plane area among nonpolar A
and B surfaces. However, the most stable surface does not
necessarily have a small in-plane area. As an example, the
(111̄) surface is most stable followed by (111) in monoclinic
ZrO2 with the baddeleyite structure [125]. These orientations
have the ninth and tenth smallest in-plane area, respectively,
and the in-plane area is 1.65 and 1.85 times larger than
the smallest orientation, which is (001). This indicates that
low symmetry structures could require sampling of a large
number of orientations with relatively similar small in-plane
area.
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