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Refrigeration in 2D: Electrostaticaloric effect in monolayer materials
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As electrical device components are scaled down to atomic sizes, management of waste heat becomes a major
issue in device performance. Minimizing energy consumption of electrical components and waste heat generation
are critical issues in the operation of such devices. Interest in alternative cooling mechanisms, such as those
provided by electrocaloric, magnetocaloric, elastocaloric, and thermoelectric materials, may also be necessary
in mitigating issues associated with waste heat generation. In this work, we provide theoretical predictions
for an alternative cooling mechanism, accomplished by utilizing electrostatic gating to induce structural phase
transitions in monolayer materials. We refer to this mechanism as the electrostaticaloric effect in reference to
the mechanism of electrostatic doping that drives the structural phase transformation and entropy change in the
material. Recent predictions and experimental observation that electrostatic gating can induce structural phase
transformations in monolayer materials opens the possibility for new application areas. Here, we explore the
potential for electrostatically induced structural phase transformations in monolayer MoTe2 to be used in a
Carnot refrigeration cycle. We predict that a temperature change of 10–15 K may be possible in devices that
utilize monolayer MoTe2 as the active phase change material. This mechanism may prove useful for future
electrical devices which require cooling at the component level, and for which small monolayer devices are
necessary.
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I. INTRODUCTION

Progress in transistor technology over the past several
decades has led to rapid advances in computing capability
in everything from industrial-scale computers to laptops and
phones. As this technology matures, waste heat generated
by electrical components presents fundamental limits to de-
vice miniaturization, performance, and cost [1]. For example,
industrial-scale supercomputers require enormous air condi-
tioning systems with high yearly electricity costs. The US De-
partment of Energy reported that data centers alone accounted
for 1.8% of total electricity consumed in the United States in
2014, with projected increases by 2020 [2].

The need to control waste heat generated by electrical
devices has spurred research in new forms of cooling tech-
nology, including thermoelectric [3], elastocaloric [4,5], elec-
trocaloric [6–11], and magnetocaloric [12] cooling. These
cooling mechanisms require fundamentally new materials that
efficiently remove waste heat from the surrounding environ-
ment. The ability to dynamically turn on cooling components
via electric and/or magnetic fields could enable future de-
vices to maintain a steady temperature profile without the
need to convectively cool device components with air or
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fluid-based cooling systems. In addition, integration of these
cooling materials at the circuit level could improve the ef-
ficiency with which waste heat is removed from electrical
components.

In this work, we present our theoretical prediction that
refrigeration cycles in 2D materials may be made possible
by utilizing electrostatic gating to induce structural phase
transformations. This effect is fundamentally distinct from
electrocaloric and other cooling mechanisms, since it is the
process of electrostatic doping, not electric field, that drives
the structural phase transformation and entropy change in
these materials. We therefore refer to this effect as the electro-
staticaloric effect. In previous work, we demonstrated that a
structural phase transition from the semiconducting 2H phase
to the semimetallic 1T ′ phase in monolayer MoTe2 can be
induced via electrostatic gating [13,14]. These predictions
were subsequently confirmed in experiments employing ionic
liquids to gate the monolayer [15]. The 2H to 1T ′ phase
transition in monolayer MoTe2 involves an entropy change,
with the entropy of the 1T ′ phase being higher than the
2H phase for temperatures below 1000 K (see Fig. 1 of the
Supplemental Material [16]). The ability to control the phase
of the monolayer via electrostatic gating and the associated
entropy change between phases opens the possibility to con-
trol the temperature of the monolayer and therefore study
refrigeration cycles.
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FIG. 1. Capacitor structure used to gate the monolayer. A voltage
V is applied to the MoTe2 monolayer, which is located a distance
s = 3.78 Å from a dielectric. The dielectric is chosen to be HfO2 of
thickness d = 4.5 nm and dielectric constant k = 25. The dielectric
sits on a grounded metal electrode, which is chosen to be aluminum
with work function W = 4.08 eV. In this setup we assume constant
zero stress on the monolayer during the phase transformation from
the 2H to 1T ′ phase. This figure is reproduced from Ref. [14].

In this work we study the theoretical limits of Carnot re-
frigeration cycles in electrostatically gated monolayer MoTe2.
First, we present an overview of the monolayer capacitor
setup used to control the temperature of the monolayer via an
externally applied gate voltage and compare the refrigeration
cycle in this device with the liquid-vapor Carnot refrigeration
cycle. We also derive an expression for adiabats along the
voltage-temperature phase boundary between the 2H and 1T ′
phases. Using an expression for the adiabats, we calculate
the temperature change along the adiabat moving from the
higher entropy 1T ′ phase to the lower entropy 2H phase.
Additionally, we present an expression for the coefficient of
performance and an estimate of the voltage and charge trans-
fer requirements for such Carnot refrigeration cycles. Lastly,
we present ideas for experiments that could be performed to
measure a temperature change in monolayer MoTe2.

II. THEORETICAL APPROACH

Some transition metal dichalcogenide (TMD) monolayers,
including MoTe2, can exist in both bulk and monolayer form.
Monolayer MoTe2 can exist in multiple phases with differing
electronic properties. Of particular interest are the semicon-
ducting trigonal prismatic state found in the bulk 2H structure
and the semimetallic distorted octahedral state found in the
bulk monoclinic and orthorhombic structures. The energy
difference between these two phases has been calculated to
be around 31 meV/f.u., lower than other Mo-based and W-
based TMDs [17], making monolayer MoTe2 a good candi-
date for phase change memory applications [14]. Structural
phase transformations between these two phases in monolayer
MoTe2 have been predicted or reported to be driven by
chemical adsorption [18], strain [17], alloying [19,20], and
temperature [19,21]. More recently, electrostatic doping has
been predicted [13] and reported [15] to drive a phase tran-
sition between the 2H and 1T ′ phases in monolayer MoTe2,
and the thermodynamics and energy consumed in this process
have been studied [14]. In this work, we focus specifically
on the electrostatic gating mechanism and how the induced
structural phase transition can be used to control heat transfer
to the monolayer.

FIG. 2. Phase diagrams for electrostatically gated monolayer
MoTe2 in the capacitor setup shown in Fig. 1. (a) Temperature-
voltage phase boundary for monolayer MoTe2. Blue shading corre-
sponds to regions where 2H phase is most stable, while green corre-
sponds to regions where 1T ′ phase is most stable. (b) Temperature–
excess charge phase diagram. In addition to the shadings of (a), the
red shading indicates regions where a mixed 2H and 1T ′ phase is
most stable. This figure is reproduced from Ref. [14] for clarity.

In this section, we develop both an intuitive picture and
mathematical model of a Carnot refrigeration cycle for elec-
trostatically gated monolayer MoTe2. We consider gating the
monolayer in the capacitor structure in Fig. 1. Details on the
capacitor structure and computational approach are developed
in Ref. [13] and Ref. [14]. We use the following parameters
for the computational setup described in Ref. [14]: aluminum
electrode of work function W = 4.08 eV, HfO2 dielectric
with dielectric constant k = 25 and thickness d = 4.5 nm,
monolayer-dielectric distance s = 3.78 Å from the top of
the dielectric to the Mo atom center in the monolayer, and
constant zero stress throughout (i.e., the monolayer is free to
relax on the dielectric without friction).

The refrigeration cycle considered here relies fundamen-
tally on the entropy change between the 2H and 1T ′ phases
of monolayer MoTe2 and the existence of a mixed 2H and
1T ′ coexistence phase at the transition voltage [see Figs. 2(a)
and 2(b)]. At each temperature below the predicted transi-
tion temperature of Tm = 690 K, two 2H -to-1T ′ transition
voltages exist: one for positive gating and one for negative
gating. The transition temperature computed using DFT-based
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FIG. 3. Comparison of liquid-vapor refrigeration cycle and electrostatically gated monolayer MoTe2 refrigeration cycle. (a) Schematic of
Carnot refrigeration cycle for electrostatically gated monolayer MoTe2. (b) Schematic of Carnot refrigeration cycle for the liquid-vapor case,
illustrating the parallels to the electrostatic gating case. (c) Schematic of Carnot refrigeration cycle for monolayer MoTe2 in voltage-charge
(V -Q) space. (d) Temperature-entropy (T -S) cycle for both monolayer MoTe2 and the liquid-vapor case. Phase boundaries are not shown
because the phase boundaries are different for the monolayer MoTe2 and liquid-vapor cases; however, the vertical and horizontal lines occur
in both cases. (e) Pressure-volume (P -�) refrigeration cycle for the liquid-vapor case.

calculations at zero excess charge is lower than experimental
numbers for bulk MoTe2 near 1100 K [22]. This discrepancy
has been reported previously when including spin-orbit cou-
pling (SOC) corrections in DFT calculations [19], leading
to a transition temperature of around 640 K with inclusion
of SOC effects and above 900 K without inclusion of SOC
effects. Our calculations include SOC effects and predict a
transition temperature in good agreement with Ref. [19] using
a fundamentally different method to compute the transition
temperature [14]. In this work, we focus on positive gating
and therefore can consider the transition voltage to be in
one-to-one correspondence with temperature in the range
V > 0 V and 0 � T < Tm [see Fig. 2(a)]. This allows us to
consider processes in which we directly control the temper-
ature of the monolayer by changing the externally applied
voltage.

An intuitive picture of the refrigeration cycle can be made
by comparing the Carnot refrigeration cycle of a liquid-vapor
phase to the electrostatically gated monolayer MoTe2 cycle,
shown in Fig. 3. In the liquid-vapor case of Fig. 3(b), we
consider applying pressure to a cylinder and changing the

volume � of the cylinder. Starting at the top of Fig. 3(b), we
consider isentropic (and adiabatic) compression, in which we
compress the cylinder, decreasing the volume of the system.
During this process the temperature of the system begins at
Tc and ends at a higher temperature Th. The next step is
condensation, in which the vapor in the cylinder is allowed
to exchange heat with an external reservoir. In this process,
the temperature is held constant at T = Th, so that an amount
of heat Qh leaves the vapor, causing a transformation to a
liquid state. The next step is isentropic expansion, in which the
cylinder expands adiabatically and isentropically, changing
the temperature of the liquid from Th to Tc, and therefore
causing the system to enter a mixed liquid-vapor state. The
last step is evaporation, in which the system is held at Tc

and allowed to exchange heat with the surroundings. In this
case, an amount of heat Qc flows into the system and some of
the liquid is transformed to vapor. These steps are illustrated
schematically in Figs. 3(d) and 3(e). Figure 3(d) shows the
cycle in terms of temperature and entropy, while Fig. 3(e)
shows the cycle in terms of pressure and volume (�). Notably,
the temperature-entropy case in Fig. 3(d) is qualitatively the
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same in both the liquid-vapor case and electrostatically gated
monolayer MoTe2 case.

As with the liquid-vapor case, the Carnot refrigeration
cycle for electrostatically gated monolayer MoTe2 consists
of two adiabatic steps and two isothermal steps, as shown
in Fig. 3(a). Because of the one-to-one correspondence be-
tween temperature and transition voltage [see Fig. 2(a)], the
electrostatic gating cycle also consists of two constant voltage
steps, which occur simultaneously with the isothermal steps.
Starting at the top of the figure, we consider beginning in the
1T ′ phase at temperature Tc and maximum voltage Vt (Tc ). We
then adiabatically reduce the voltage to Vt (Th). As shown in
Fig. 2, a lower transition voltage corresponds to a higher tran-
sition temperature, and therefore this process ends at a higher
temperature, Th. During this process, the monolayer starts in
the 1T ′ phase and ends at a mixed 1T ′ and 2H phase. The
degree of the mixing depends on the ending transition voltage,
as described later. In the next step, the monolayer is held at
a fixed temperature Th and voltage Vt (Th) as heat Qh leaves
the monolayer. In this process, charge is removed from the
monolayer, moving from the mixed 2H and 1T ′ coexistence
phase to an entirely 2H phase. Next, the voltage is increased
from Vt (Th) to Vt (Tc ) and the monolayer adiabatically trans-
forms from entirely 2H to a mixed 2H and 1T ′ phase. During
this process, the temperature decreases from Th to Tc. Lastly,
the monolayer is held at fixed voltage Vt (Tc ) and temperature
Tc while heat Qc enters the monolayer. A schematic of the
refrigeration cycle in terms of voltage and charge is shown
in Fig. 3(c). Additionally, the cycle for monolayer MoTe2 in
terms of temperature and entropy is shown in Fig. 3(d), which
is qualitatively the same as the liquid-vapor case.

To construct a mathematical model of the refrigeration
cycle for electrostatically gated monolayer MoTe2, an expres-
sion for the adiabats in the mixed phase region is needed. For
this, we begin by writing down the total entropy of the mono-
layer in terms of the temperature T and fraction of 2H present,
x. We assume linear mixing with x = 0 corresponding to the
entirely 1T ′ phase and x = 1 corresponds to the entirely 2H

phase. With the assumption of linear mixing, we write the total
entropy along the 2H -1T ′ phase boundary as

S(T , x) = xS2H (T ) + (1 − x)S1T ′ (T ). (1)

Within the mixed phase, we look for constant entropy
contours, so that

0 = dS =
(

∂S

∂T

)
x

dT +
(

∂S

∂x

)
T

dx, (2)

where the subscripts refer to variables held constant during
partial differentiation. Here we take the material to be at a
state of constant zero stress. Evaluating and rearranging leads
to

dT

dx
= T

S1T ′ (T ) − S2H (T )

xC2H + (1 − x)C1T′
, (3)

where the partial derivatives with respect to T have been
rewritten in terms of the heat capacity,

∂S

∂T
= Cx (T )

T
, (4)

where Cx is the heat capacity at a given phase fraction x.
The entropy and heat capacity consist of both electronic and
vibrational (phonon) contributions, i.e., S = Sel + Sph and
C = Cel + Cph. DFT calculations show that the electronic
contribution to the heat capacities of the 2H and 1T ′ phases is
around 1% of the vibrational contribution to the heat capacity.
We therefore neglect the term Cel, so that C = Cph. In addi-
tion, the vibrational heat capacities of the 2H and 1T ′ phases
vary individually by at most 0.8% in the temperature range we
consider for refrigeration cycles, T = 270 K to T = 290 K
(see Fig. 2 of the Supplemental Material [16]). For our pur-
poses, we approximate the heat capacity of the 2H and 1T ′
phases separately as constants within this range of tempera-
tures using the computed values at T = 280 K as the con-
stant values, which are C2H = 1.53 J K−1 cm−3 and C1T ′ =
1.54 J K−1 cm−3. We may also define �C ≡ C1T ′ − C2H . �C

is less than 1% of C1T ′ , so we ignore the term x�C in the de-
nominator of Eq. (3). In addition, DFT calculations show that
the entropy difference �S(T ) = S1T ′ (T ) − S2H (T ) varies by
only 1% in the same temperature range 270 K � T � 290 K.
Therefore, we neglect the temperature dependence and instead
define �S ≡ �S(280 K) to be used in the integration. Using
these approximations, we integrate Eq. (3) as∫ Tf

Ti

dT

T �S
=

∫ xf

xi

dx

C1T ′
, (5)

where Ti (xi) and Tf (xf ) are the initial and final tempera-
tures (2H fractions), respectively. Upon integrating, the final
temperature Tf can be solved in terms of Ti , xi , and xf ,

Tf = Ti exp

{
(xf − xi )

�S

C1T ′

}
. (6)

Equation (6) provides an expression for the final tempera-
ture of the monolayer in terms of the initial and final 2H frac-
tions. Due to the one-to-one correspondence of temperature
and voltage T (V ) for V > 0, as well as the correspondence
of x with the excess charge Q on the monolayer x(Q), it
is possible to plot the trajectory of the Carnot refrigeration
cycle in terms of T -x space and V -Q space. We consider
both perspectives below. These perspectives refer to the same
cycle, but help to identify the change in temperature or volt-
age/excess charge that occurs during a single cycle. Lastly,
we point out that one common measure of performance for
refrigeration cycles is the coefficient of performance (COP),
defined as the ratio of the amount of heat transferred from
the cold reservoir to the monolayer �c to the amount of work
done in one cycle W ,

COP = �c

W
. (7)

In the case of a Carnot cycle, the first law of thermody-
namics states that �h = �c + W where �h is the waste heat
dumped to the surroundings. In this case, COP = �c/(�h −
�c ). For a liquid-vapor phase, the entropy change of the liq-
uid/vapor phase at the high and low temperatures is the same,
which allows us to write the COP in terms of the high and low
temperatures alone. For monolayer MoTe2, we approximate
the entropy change at the high and low temperatures as equal,
as discussed previously. Therefore, it is possible to write the
COP in terms of the high and low temperatures (Ti and Tf )
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FIG. 4. Refrigeration cycle in T -x space for two different values
x2 = 0.7 and x2 = 0.9. The numbers on the plot correspond to the
steps outlined in Fig. 3(a). Regions where 1T ′ is most stable are
shown in the green shaded region, regions where 2H is most stable
are shown in the blue shaded region, and regions where a mixed 2H

and 1T ′ phase is most stable are shown in the red shaded region.

by taking �c = Ti�S and �h = Tf �S. The COP can then
be written as COP = 1/(Tf /Ti − 1). Using Eq. (6), the COP
becomes

COP = 1

exp
{
(xf − xi ) �S

C1T ′

} − 1
. (8)

Additional details on the COP and a plot of the COP for
monolayer MoTe2 are included in the Supplemental Material
[16]. We find that for a full transition from the 1T ′ to 2H

phase, COP = 19 corresponding to a temperature change
from 270 K to 284 K. This value for the COP provides an
upper bound to COP values that could be measured in the
laboratory. Experimentally reported values of the COP for
elastocaloric and magnetocaloric materials in the operating
range of 288–298 K have been reported between 50%–90%
of the Carnot limit COP = 29 [23]. Because the electrostat-
icaloric cooling mechanism presented here is new, experimen-
tal values of the COP are not yet known.

III. RESULTS

Here, we present results for a refrigeration cycle that
follows the steps outlined in Fig. 3(a). We consider starting in
the 1T ′ phase at T = 270 K. Since there are four distinct paths
in this cycle, it is most convenient to label the 2H fractions
and temperatures according to the numbered stages in Fig. 3,
rather than label them as xi , xf , as described previously. The
initial point of entirely 1T ′ phase will therefore be x1 = 0,
T1 = 270, followed by x2, T2, and so on. The values in
V -Q space will also be labeled by the same subscripting
convention.

Note that once x1 and T1 are specified, temperature T2 is
determined by specification of the 2H fraction present at the
end of the adiabat, x2. After specifying x2, the rest of the
cycle is uniquely determined if we assume that a complete
transformation to the 2H phase and subsequently 1T ′ phase
occurs, and that the cycle returns to T1 and repeats.

In Fig. 4, we show the refrigeration cycle in T -x space
for two different values, x2 = 0.7 and x2 = 0.9. In the figure,

FIG. 5. Carnot refrigeration cycle in voltage–excess charge
space (excess charge per formula unit σ is plotted on the x axis).
The cycle takes place entirely within the red shaded region, where a
mixed 2H and 1T ′ coexistence phase is most stable. The blue shaded
region indicates regions where the 2H phase is most stable, and the
green shaded region corresponds to regions where the 1T ′ phase is
most stable. The material is moved around the circuit through control
of the excess charge σ .

the green shading corresponds to regions where 1T ′ is most
stable, the blue shading corresponds to regions where 2H is
most stable, and red shading corresponds to regions where a
mixed 2H and 1T ′ phase is most stable.

Figure 4 shows that the larger value of x2 gives rise to a
larger temperature change in the monolayer, as expected. In
this Carnot limit, we predict it would be possible to change
the temperature of the monolayer by 10–15 K.

In Fig. 5, we show the same refrigeration cycle in V -Q
space (note that instead of excess charge Q, the excess charge
per formula unit σ is plotted). Figure 5 illustrates how the cy-
cle can be controlled via electrostatic gating. Shaded regions
in the figure correspond to regions of stability, as in Fig. 4.
Control of the charge σ drives the state of the material around
the circuit, acting like the volume of the piston � in Fig. 3.

Figure 5 also illustrates how the temperature of monolayer
MoTe2 can be controlled via voltage. The paths from point
1 to point 2 and from point 3 to point 4 are the adiabats,
where no heat transfer to or from the monolayer occurs and
the entropy remains constant. During these processes, the tem-
perature of the monolayer increases (point 1 to 2) or decreases
(point 3 to 4) accordingly. The magnitude of temperature
change is determined by Eq. (6), while the magnitude of the
change in voltage required is determined by the computed
temperature-voltage phase diagram shown in Fig. 2(a).

These phase diagrams are computed with the assumption
that the 2H to 1T ′ phase transition takes place under constant
zero stress. This means that the lattice may relax freely on
the substrate with no friction, if a substrate is employed.
For cases in which the friction on an employed substrate is
non-negligible, a more appropriate thermodynamic constraint
could be that of a fixed lattice. We studied the fixed lattice
case in Ref. [13] and found that the amount of excess charge
needed to drive the 2H to 1T ′ phase transition is approxi-
mately double that needed in the constant zero stress case.
In both the fixed lattice and constant zero stress cases, the
underlying physics is expected to be qualitatively similar so
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that refrigeration cycles will differ only quantitatively from
those in Figs. 4 and 5.

The Carnot refrigeration cycle for electrostatically gated
monolayer MoTe2 will require careful attention to the kinetics
of the phase transformation from the 2H to 1T ′ phase at
different points in the cycle. For the isentropic portions of the
cycle, the transition needs to happen fast enough that no heat
enters or escapes the monolayer, yet sufficiently slow that the
transformation is isentropic. In addition, constant temperature
portions of the cycle must be slow enough to allow the kinetics
of mixed phase evolution to be at equilibrium. A lower bound
on the amount of time required during these stages can be set
by the rate of the transformation from a mixed 2H+1T ′ phase
to either the 2H or 1T ′ phase, depending on the stage in the
cycle. Experimental studies of the kinetics of the transition
in monolayer MoTe2 are still sparse, with studies reporting
a transition time ranging from less than minutes [15,24] to
hours [21,25]. Further investigations may help to shed light
onto the appropriate timescales for controlling the charge
transfer to the monolayer during the refrigeration cycle. We
discuss the role of kinetics and hysteresis in devices in detail
in the Supplemental Material [16].

While the electrostaticaloric effect presented here has been
illustrated quantitatively by way of MoTe2, it is expected to
be applicable to a much broader spectrum of thin materials.
Here we ask what other materials might serve as better phase
change refrigeration devices. Perhaps most importantly, the
ideal material should have fast kinetics for quickly transition-
ing from one phase to another. Materials with fast kinetics
can potentially be cycled very quickly, to allow for greater
efficiency in removing heat from their surroundings. In ad-
dition, the best materials for refrigeration applications have
large latent heats [23], owing to the fact that this allows for a
large transfer of heat during the phase transition and a large
mixed phase region in charge in which the device can operate.
Ideal materials would also have relatively low heat capacity,
so that the energy input required to change the temperature
of the material is small compared to the latent heat of the
transformation. The transitions do not necessarily need to be
structural in nature. For example, electronic transitions such
as charge density wave transitions with high latent heat could
potentially be employed. In addition, monolayer materials
with large changes in phonon frequencies upon electrostatic
gating may yield entropy changes sufficiently large to be
useful.

Lastly, we propose two general ideas for measuring the
temperature change experimentally. While the kinetics of the
phase change in MoTe2 are relatively unknown, they may be
sufficiently slow that the condition of adiabaticity will be chal-
lenging to maintain for a single layer on a substrate. There-
fore, indirect approaches involving isothermal measurements
may be easier. Following the work of Mischenko et al. [26] in
measuring the temperature change of the electrocaloric mate-
rial PbZr0.95Ti0.05O3, we propose the following experiment to
perform with monolayer MoTe2:

(1) Under isothermal conditions, gate the monolayer in the
setup of Fig. 1, starting from 0 V and increasing through the
transition voltage, then back to 0 volts (inducing the transition
with negative values of voltage is also possible). During the
gating process, measure the excess charge Q transferred to the

monolayer using, e.g., the Hall current to back out the charge
supplied to the monolayer, as discussed in Ref. [15]. Doing so
should provide a set of measurements (V,Q) in one cycle of
the voltage.

(2) Repeat the measurement done in step 1 over a range of
(fixed) temperatures. Each temperature measurement should
provide a unique hysteresis loop of (V,Q), similar to the
(E,P ) measurements taken in Ref. [26] (where E = electric
field and P = polarization in the material).

(3) Using the data in steps 1, 2, compute Q(T ; V ), the
excess charge as a function of temperature and for V fixed
across the different temperature measurements. Doing so will
essentially map out the excess charge vs temperature phase
diagram presented in Fig. 2(b). This can be done for a range
of fixed voltages V .

(4) Compute the temperature change using the follow-
ing thermodynamic relationship for an adiabatic temperature
change (see the Supplemental Material [16] for a derivation),

�T = −
∫ V2

V1

T

CV

(
∂Q

∂T

)
V

dV, (9)

where CV is the heat capacity at constant voltage, V1 is the
voltage associated with the lowest temperature measurement,
and V2 is another (higher) voltage. As shown in Fig. 2 of the
Supplemental Material [16], the heat capacity for MoTe2 is
roughly constant above 250 K and is approximately the same
for the 2H and 1T ′ phases, so that estimating CV as a constant
should be acceptable in Eq. (9).

The series of isothermal measurements of (V,Q), along
with the expression for the temperature change in Eq. (9),
can be viewed as an indirect way of measuring the total
temperature change of the monolayer.

An alternative second approach to measuring the tem-
perature change in the monolayer would involve a direct
measurement of the temperature change using a surface probe
on the monolayer as the monolayer changes phase from 2H

to 1T ′. It may be possible to measure a temperature change
from the Raman spectrum using the peak frequency shifts as a
measure of the temperature change. It may also be possible to
use scanning thermal microscopy on the top of the monolayer
to measure a temperature change directly as charge is added.
In this setup, it would be necessary to gate the monolayer via
an ionic liquid placed underneath the monolayer, rather than
on top of the monolayer, as was done in Ref. [15].

The two approaches to experiments mentioned above may
help to provide a measurement of the temperature change
in MoTe2 across the transition from 2H to 1T ′, and may
also help to elucidate the nature of the excess charge vs
temperature phase boundary, which is shown in Fig. 2(b).

IV. CONCLUSIONS

In this work we presented theoretical predictions that
monolayer materials that undergo structural phase transitions
driven by electrostatic gating may be utilized to absorb heat
and act as two-dimensional refrigeration devices. The mecha-
nism allowing for heat to be absorbed is distinct from elec-
trocaloric and other cooling mechanisms, and we therefore
refer to this mechanism as the electrostaticaloric effect. We
predict that for monolayer MoTe2-based devices, temperature
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changes of 10–15 K can occur along the adiabatic transforma-
tion from the 1T ′ or 2H phases to a mixed 2H+1T ′ phase,
with the precise value of temperature change depending on
the degree of transformation. We predict that the temperature
change can be controlled directly via an applied gate voltage
under adiabatic conditions, providing an externally tunable
mechanism for adjusting the temperature. Furthermore, we
have outlined possible experiments that could be performed
to measure a temperature change in the monolayer.

Devices that utilize this effect could potentially be useful
for future electronic devices that require cooling capability
at the component level, since 2D materials have the potential
to be integrated deep into electronic devices. An interesting
possibility is to combine this cooling capability with phase
change memory devices [14]. Generally, incorporating active
cooling capability at the component level may allow for future
devices to retain a steady operating temperature profile at
higher device densities without the need for conductive or
convective cooling, as is employed in current devices.

V. METHODS

All periodic DFT calculations were performed with the Vi-
enna Ab initio Simulation Package (VASP) [27], version 5.3.3
and/or 5.3.5. The calculations use the projector augmented-
wave [28,29] method and the electron exchange-correlation
interaction was treated by the generalized gradient approx-
imation (GGA) functional of Perdew, Burke, and Ernzerhof
(PBE) [30]. A kinetic energy cutoff of 350 eV for the plane-
wave basis set was used for all electrostatic gating calcu-
lations. All atomic structures and in-plane lattice constants
were relaxed using the conjugate gradient algorithm. The
convergence thresholds for ionic and electronic relaxations
were 10−7 eV and 10−8 eV, respectively. A 2 f.u. unit cell
with an 18×18×1 Monkhorst-Pack [31] k-point mesh for the
Brillouin zone sampling was employed for the calculations

done in Figs. 4 and 5. These figures also used a 36 Å c
axis to introduce vacuum space (perpendicular to the plane
of the monolayer) to prevent interaction between periodic cell
repeats, as well as a Gaussian electronic energy distribution
smearing of 50 meV to aid in energy convergence. These
calculations also included noncollinear spin-orbit coupling.
The electronic entropies of 2H and 1T ′ phases of MoTe2 were
computed directly from VASP using Fermi-Dirac smearing
with spin-orbit coupling. The vibrational (phonon) entropies
of 2H - and 1T ′-MoTe2 were computed from the phonon
density of states using the Phonopy [32] Python package.
These phonon calculations used VASP’s built-in density func-
tional perturbation theory method (IBRION=8) and a 2×2×1
(8 f.u.) supercell generated from the relaxed lattice positions
of the 2 f.u. unit cell used in Figs. 4 and 5. The supercell
uses a c axis of 16 Å (along the direction perpendicular to the
layer) and an 18×18×1 Monkhorst-Pack k-point mesh. These
simulations also included noncollinear spin-orbit coupling,
with an electronic relaxation threshold of 10−5 eV.

All data used to generate the results and figures in this
paper are available [33].
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