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We present a method that makes it possible to determine an electrode potential in an electrode/electrolyte
solution system. We consider the electrode potential of the standard hydrogen electrode (SHE) reaction
R : 1/2 H2(gas) + H2O (1 M HCl aq.) ↔ H3O+(1 M HCl aq.) + e− (electrode M), and conduct density func-
tional theory (DFT) calculations combined with the effective screening medium (ESM) method and the
reference interaction site model (RISM). The electrostatic field from a charged slab described by DFT with
ESM is screened by that from the charge distribution in an electrolyte solution. This screening enables
us to define the inner potential �S at the bulk solution region, which is the reference potential for the
electrode potential, that is, the chemical potential of electrons (μe). Grand potentials of the left and right
sides in reaction R at the equilibrium point derive the corresponding SHE potential of μSHE

e = − 5.27 eV
vs �S for a Pt(111) electrode. Another pathway that uses the free energy difference gives the same SHE
potential; the equivalence of the electrode potentials from chemical potential and from free energy differ-
ence is validated within ESM-RISM. Even using a different electrode of Al yields the value of μSHE

e =
−5.22 eV vs �S, which indicates that the electrode potential is independent of the electrodes. Finally, the
potential energy profile in a vacuum/metal/solution/vacuum region shows that a difference between the inner
and outer potentials is necessary to compare an absolute SHE potential and the SHE potential vs �S.
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I. INTRODUCTION

Electrochemical energy conversion and storage have be-
come a requisite technology owing to the continuously ex-
panding demand from mobile phones and electric vehicles
in the last few decades. An interface between a metal elec-
trode and an electrolyte solution has attracted much scientific
and engineering attention for a long time [1]. To manage,
control, and suppress the rate-determining and energy-loss
processes occurring at the electrode/solution interface, a basic
understanding of elementary charge-transfer reactions at the
molecular level is crucial to achieve highly efficient elec-
trochemical devices such as fuel cells [2] and innovative
secondary batteries [3].

To consider electrochemical reactions at the interface,
the electrode potential is a general concept as it governs
charge transfer (CT) reactions such as the oxygen reduction,
hydrogen evolution, and ion insertion/extraction processes.
Therefore, to simulate the CT reactions at the molecular
level, the electrode potential must be correctly defined (or
precisely included) in a microscopic model. In experiments,
half-cell electrode potentials are given relative to a chosen
reference electrode for electrochemically stable reactions,
for example, standard hydrogen electrode (SHE), reversible
hydrogen electrode (RHE), saturated calomel electrode
(SCE), silver/silver chloride electrode (Ag/AgCl), and
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lithium metal electrode (Li+/Li). Especially, the SHE
potential, which is the equilibrium potential of the H+/H2

charge transfer reaction under standard conditions, that is,
pH = 0 (or 1 M H+) aqueous solution, pressure of 1 bar, and
temperature of 298.15 K, is recommended as the reference
potential of electrochemical reactions.

In many electrochemical experiments, taking the poten-
tial difference between two electrodes is sufficient to com-
pare the electrochemical measurements. However, an absolute
potential scale is necessary when comparing electrochemi-
cal measurements with physical observations of photo- and
electron-induced spectra, especially work functions [4]. A
lot of research has been conducted to obtain the absolute
SHE potential E(H+/H2) [abs], which is defined as the SHE
potential with respect to a universal reference system (with-
out any additional electrode/solution interface). According to
Trasatti, the absolute electrode potential corresponds to the
“work functions” of metals in solution [5]. Because of the
difficulty arising from the determination of work functions,
the values that have been reported by several groups cover a
large range (4.28 � E(H+/H2) [abs] � 4.85 V) [6].

In 1986, Trasatti suggested two different ways to measure
E(H+/H2) [abs] and obtained almost the same value [7]. One
way is to apply the following Born-Haber cycle to the charge
transfer reaction of H+/H2:

H(gas)
�ionG

◦
−→ H+(gas) + e–(vac.)

↑ �atG
◦ ↓ α

◦, S
H+ ↓ μe

1/2 H2(gas) −→
−�GSHE

H+(S) + e–(M)
, (1)
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FIG. 1. Schematic potential path for the calculation of the abso-
lute SHE potential.

where �atG
◦ and �ionG

◦ are the (standard) atomization and
ionization Gibbs free energies of H2 and H, respectively.
The (standard) real solvation Gibbs free energy of H+ in the
solution S is represented as α

◦, S
H+ , which is the necessary work

to bring H+ in gas to the solution and includes the surface
potential contribution. While we use the expression of α

◦, S
H+

for the real free energy of solvation, which can be measured,
we use the expression of �Gsolv for the conventional free
energy of solvation, which does not include the surface po-
tential contribution. If we define the chemical potential of
electrons as μe = 0, the free energy difference of reaction
H+/H2, defined as �GSHE, gives the absolute SHE potential
as

E(H+/H2)[abs] = −�GSHE/F

= (�atG
◦ + �ionG

◦ + a
◦,S
H+ )/F, (2)

where F is the Faraday constant, and Eq. (2) contains mainly
thermodynamic quantities. Since the free energies of H2(gas)
and H+(S) are independent of the electrode M, on the condi-
tion that H+ is solvated in the bulk without any influence from
electrode M, the equilibrium of the reaction H+/H2 uniquely
determines the electrode potential and the corresponding μe.
Another way is derived from the potential path, as shown
in Fig. 1. The absolute SHE potential is represented by the
work function of the metal electrode �M, contact (or Volta)
potential difference �M

S ψ , and the potential of zero charge
(PZC) of the metal electrode M measured from the SHE
reference EM

S (σ = 0) [SHE]:

E(H+/H2)[abs] = �M/e + �M
S ψ − EM

S (σ = 0)[SHE],

(3)

where e and σ are the elementary charge and the surface
charge density, respectively. Equation (3) contains the phys-
ical quantity of �M/e and the electrochemical measurements
of �M

S ψ and EM
S (σ = 0) [SHE]. Trasatti chose the electrode

M = Hg and obtained the same value of 4.44 V as that
obtained from Eq. (2), and this value is recommended by the

International Union of Pure and Applied Chemistry (IUPAC)
[8].

From the standpoint of density functional theory (DFT)
based molecular dynamics (MD) studies, the calculation
method for �M

S ψ and EM
S (σ = 0) has been gradually im-

proved during the past decade. While specific adsorptions
of electrolyte ions cause experimental difficulty for deter-
mining these values, it is possible to calculate these values
for clean metal surfaces by DFT. In the seminal study by
Otani et al. in 2008 [9], they developed an approach using
a novel computational scheme called an effective screening
medium (ESM). This method can incorporate an open bound-
ary condition (OBC) for the Poisson equation in the surface
normal direction. They showed that the OBC-applied DFT-
MD configurations gave the contact potential difference �M

S ψ

measured in experiments. Water and the interface structures
on the Pt electrode have been studied from various aspects by
applying the ESM technique [10].

Subsequent studies have been reported by various groups.
Tripkovic et al. applied static water adsorption structures
on the electrode [11], and Sakong et al. performed peri-
odic boundary condition (PBC) based dispersion corrected
DFT-MD calculations [12]. They employed a work function
method in which a water-vapor interface was explicitly mod-
eled and the vacuum potential was chosen as a reference.
An alternative SHE computation method [13] developed by
Cheng and Sprik avoided treating the water-vapor interface
and referred to the solvation free energy of H+(S), which was
calculated using a thermodynamic integration technique [14],
and allowed for the direct estimation of EM

S (σ = 0) [SHE].
The recently developed computational SHE method by Le
et al. in 2017 enabled calculation of EM

S (σ = 0) [SHE] of
metal electrodes at an affordable cost [15]. DFT-MD sim-
ulations have enabled the estimation of the electrochemical
measurements of �M

S ψ and EM
S (σ = 0) with good accuracy;

however, microscopic calculations when the electrode poten-
tial is shifted from PZC (in σ �= 0) is still a challenging task.

Nørskov et al. proposed the computational hydrogen elec-
trode (CHE) model, which allows for the estimation of the
free energy of intermediates, as a function of the electrode
potential, by DFT calculations of the surface adsorption ener-
gies [16]. The CHE analysis can explain the volcano-shaped
relationship between the cathode reaction rate and the oxygen
adsorption energy [17]. By setting the reference potential to
be that of the SHE, the CHE is able to obtain the chemical po-
tential for the reaction (H+ + e−) as that of H2/2. The effect
of a bias on all states involving an electron in the electrode is
indirectly included by shifting the energy of this state by −eE

[SHE], where E [SHE] is the hypothetical electrode potential.
The effect of the electric field on the adsorption energy is
assumed to be small [18]. Surface Pourbaix diagrams can also
be obtained by employing the CHE concept [19].

The CHE model is a practical way to explore reaction
energetics without explicit treatment of electrons and ions
in solution. However, it is necessary to include the solvent,
excess charge, and electrode potential in the model system
when analyzing charge transfer kinetics barriers [20–22].
Many schemes have been proposed to treat charged electro-
chemical interfaces [23–29]. The electrode in one of these
schemes is immersed in an homogeneous background charge
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and the electrode potential is treated using the double-
reference method [23]. The electrodes in other schemes inter-
act with an implicit solvent, which is represented by modified
Poisson-Boltzmann (MPB) equations [24], the joint density-
functional theory (JDFT) [25], the polarizable continuum
model (PCM) [26,27], and the singlet reference interaction
site model (SRISM) [28,29].

The crucial property required in an electrochemical inter-
face system (and computing electrode potential) is the grand
canonical condition for electrons in the electrode as well as
solvent molecules and electrolyte ions in the solution; the
numbers of electrons Ne and electrolyte ions should change in
a calculation cell. Instead of a free energy, a grand potential
� is a precise quantity to describe the behavior of the system
[30–32]. As discussed by Lozovoi et al. [31], a calculation
with the condition of a constant Ne resembles an isolated
system such as a disconnected capacitor. A system with con-
stant μe, however, corresponds to metallic slabs in an electric
circuit where the voltage between the focusing electrode and
counter (or referenced) electrode is controllable.

By introducing an extended system as a reservoir of elec-
trons, a potentiostat scheme that realizes the constant-μe

condition for performing DFT-MD simulation with ESM was
developed by Bonnet et al. [32]. The number of cation and
anion in the electrolyte should be changed to compensate for
the excess electrons in the electrochemical half-cell. Thus, the
microscopic simulations under the constant-μe condition are
regarded as constant-potential measurements in electrochem-
istry. The chemical potential of electrons μe is a control vari-
able to cause electrochemical reactions, and it is identical to
the electrode potential E. However, a conversion relationship
between μe and E is necessary to compare simulation results
with experiments.

In this study, DFT calculations combined with the ESM
technique and the reference interaction site model (RISM),
termed as ESM-RISM, were applied to the electrode/solution
interfaces. This is an electronic structure calculation that
includes additional self-consistent interactions with implicit
solvent molecules and ions in solution, which is similar to the
QM/MM (the quantum mechanics and molecular mechanics)
method. The ESM-RISM formulation is able to realize the
grand canonical condition for not only electrons but also the
RISM components in the solution; the electron density is
calculated as the sum of Kohn-Sham orbitals up to a given
μe, and the excess charge is compensated for by the charge
difference in the electrolyte in the solution represented by
RISM. An electric double layer is spontaneously formed at
the electrode/solution interface, and the charge neutrality in
the total system is always satisfied. These grand canonical
properties give a well-defined inner potential �S at the bulk
solution region. The objective of this study is to obtain μe,
corresponding to the SHE potential μSHE

e measured from �S,
by applying the grand potential analysis based on the ESM-
RISM calculation.

This article is organized as follows. Section II describes
the ESM-RISM formulation, the inner potential in ESM-
RISM calculations, electrode potentials from thermodynamic
and electrochemical relations, and the computational de-
tails. Section III provides grand potentials as a function of
the chemical potential of electrons on Pt(111) and Al(111)

electrodes. The equivalence between the electrode potentials
from chemical potential and from free energy difference is
also discussed. The potential profile at the interface of vac-
uum/metal/solution/vacuum is presented in Sec. IV, which
indicates the relationship between the SHE potential mea-
sured from the inner potential and the absolute SHE potential.
Finally, Sec. V gives the conclusions of this study.

II. METHODS, MODELS, AND CONCEPTS

A. ESM-RISM

In this subsection we briefly describe the ESM-RISM
formulation. Since the number of electrons is variable in an
electrochemical charge-transfer system, we first define the
grand potential �:

� ≡ A − μe
(
Ne − N0

e

) = A − μe�Ne, (4)

where the Helmholtz free energy A, the chemical potential of
electrons μe, and the number of electrons Ne are introduced.
The � of Eq. (4) is changed by the number of electrons,
where the difference �Ne from that at a charge neutral elec-
trode (N0

e ) is used. Therefore, the −�Ne refers the number
of excluded electrons from the electrode under the external
condition of μe. In the expression of Eq. (4), the chemical
potential contributions from particles other than electrons are
omitted. Because the RISM formulation treats only the excess
free energy, as explained below, it is not necessary to consider
chemical potential contributions from RISM particles. ESM-
RISM describes the Helmholtz free energy A as

A = EDFT + �ARISM, (5)

where EDFT is the DFT total energy derived from the Kohn-
Sham (KS) equation [33]. When we consider the reaction
including the change of hydrogen-related bond, we should
include zero point energy in EDFT. In addition, EDFT is
approximately used instead of the free energy. The difference
is generally small, but entropy terms should be considered
in some cases such as gas phase reactions. An additional
self-consistent potential arising from the interaction between
electrons and RISM solvents is considered in solving the KS
equation, which is referred to as the solvent potential vsolv.
This description was developed by Kovalenko and Hirata [34].
The excess free energy resulting from interactions between
QM particles and the RISM solvents is expressed as �ARISM.
The self-consistent KS orbitals and the distribution functions
of RISM components are determined with the ESM open
boundary condition and derived from Laue-represented RISM
equations, respectively [35,36]. The interactions between QM
ions (nucleus) and the reference sites are represented by
Coulomb and Lennard-Jones (LJ) potentials. The solvation
structure arising from implicit solvent is automatically dis-
tributed around the explicit molecules, ions, and a metal sur-
face once the RISM equation is solved. The system-specific
parameters which combine DFT with implicit solvent are LJ
parameters of the explicit atoms. The same potential forms are
used between the reference sites. It is worth mentioned that
the accuracy of solvation effects depends on the LJ parameters
and effective charges, that is, force-field parameters.

In this study, ESM-RISM calculations were
performed on the configuration of a vacuum/slab/solvent,
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FIG. 2. Settings of ESM-RISM calculation: (a) and (b) vacuum/
slab/solvent, (c) vacuum/slab+ion/solvent, and (d) solvent/ion/
solvent systems. The configurations of (e) H2O and (f) H3O+ are
also depicted. The Pt, O, and H atoms which are explicitly treated
with DFT are shown as gray, red, and white spheres, respectively.

vacuum/slab+ion/solvent, and solvent/ion/solvent systems,
as shown in Fig. 2. The slabs consisted of metal atoms,
and the solvent included dissolved electrolytes. In the
vacuum/slab/solvent system in Figs. 2(a) and 2(b), the slab
domain of Pt(111) was treated by DFT + ESM and the
aqueous solution of hydrochloric acid (HCl aq.) in the solvent
was treated by RISM. As the solute and solvent are not
distinguished in RISM, a mixture of solvent molecules and
solute ions is called the “solvent.” The solvent condition
is connected to the concentration of 1 M HCl aq. at the
right boundary of the RISM region. The details of the
vacuum/slab+ion/solvent and solvent/ion/solvent systems in
Figs. 2(c)–2(f) will be presented in Sec. III C.

B. Inner potential

The inner potential (used in this study) is the time and
space average electrostatic potential far from interfaces. Since
the inner potential should be independent from the interfaces,
it can be used as a reference potential. Then, it becomes
possible to compare either the free energy A or grand potential
� with those in other electrochemical systems. In the ESM-
RISM calculations, the chemical potential of electrons μe

FIG. 3. Planar-average distributions and potential energies on
Pt(111)/1 M HCl aq. as a function of the surface-normal coordinate
z at σ = −0.125 e/nm2. (a) The distributions of H2O, H3O+, and
Cl− solvents are represented by the black, red, and blue lines,
respectively. (b) The total potential vtot , electrostatic potential ves,
and solvent potential vsolv are represented by the black, red, and blue
lines, respectively. The Fermi level εf is depicted as a dashed line.

could be measured from the inner potential �S as explained
in the following.

The RISM solvent distributions on the Pt(111)/1 M
HCl aq. along the surface-normal coordinate were calcu-
lated, as shown in Fig. 3(a), where the excess electrons of
−0.1 e/unit cell corresponding to a surface charge density
σ = −0.125 e/nm2 were introduced. The normalized distri-
butions of H2O and H3O+ were obtained as the averaged
sum of the distribution functions of their constituents (which
corresponds to the particle number density of H2O and H3O+,
respectively) in the plane parallel to the slab surface. The
origin of coordinate z was set at the Pt atoms closest to the
solution. The distribution functions exhibited a peak around
z = 3 Å and decreased in moving towards the bulk with oscil-
lations. Force field parameters used in this RISM calculation
were unable to reproduce the specific adsorption behavior of
Cl−, as has been discussed by Luque et al. [29]. The analysis
of the detailed solution structures is beyond the scope of this
study. The solvent distributions almost converged to unity
at the over 10 Å region, where the screening distance was
consistent with a short Debye length of several angstroms [1]
in the concentrated electrolyte solution of 1 M HCl aq.

The total electrostatic potential vtot in the ESM-RISM sys-
tem consists of two contributions; one is the usual electrostatic
potential, which is the sum of the Hartree and ionic core
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FIG. 4. Chemical potential of electrons μe as a function of the
surface charge density σ on Pt(111)/1 M HCl aq. The black, red, and
blue circles show the calculated values of μe(= εf − �S), �A/�Ne,
and εf − �V, respectively.

potentials ves, and the other is the solvent potential, which is
described in Sec. II A (vsolv) [34]. These three potentials are
shown as a function of the z coordinate on Pt(111)/1 M HCl
aq. in Fig. 3(b). The Fermi level εf of the Pt(111) electrode is
also shown in Fig. 3(b). Since the RISM electrolyte screened
out the electric field created by the surface charge density, as
shown in Fig. 3, the converged potential at the right-hand side
is regarded as the inner potential,

�S ≡ lim
z → ∞ vtot (z). (6)

The open boundary condition of ESM (based on Green
function technique) gives the midpoint of left- and right-side
potentials as the zero: limz→∞[vtot (z) + vtot (−z)]/2 = 0 [35].
We shift the energy origin from this zero to the right-side
potential, that is, �S = 0. The chemical potential of electrons
μe is measured from �S.

Since the Fermi level εf corresponds to the energy variation
by changing the number of electrons in the system, the chem-
ical potential of electrons μe [vs �S] satisfies the relation

μe[vs �S] = εf − �S = ∂A/∂Ne. (7)

We calculated �A/�Ne numerically as a function of the
surface charge density σ on Pt(111)/1 M HCl aq., as shown
in Fig. 4. The results showed a good agreement between μe

[vs �S] and �A/�Ne.
When two different electrodes M and M′ are immersed in

the same electrolyte solution S, it can be assumed that the two
inner potentials �M

S and �M′
S are identical to each other. Thus,

the inner potential �S is used as a reference potential in ESM-
RISM calculation.

The work function �M of electrode M = Pt(111) is de-
fined as the difference between the potential energy far
outside the metal and the Fermi level εf of the metal. On
the three-layer slab of the Pt(111) surface, �M = 5.77 eV
was obtained from conventional DFT calculations. In the
ESM-RISM calculation at σ = 0, the electric double layer
polarization at the Pt-solution interface caused a potential
energy difference between the left-hand side (vacuum re-
gion) �V[≡ limz→−∞ vtot (z)] and the right-hand side (solu-
tion region) �S, given as �S − �V = −0.17 eV. As a result,
the chemical potential of electrons at PZC (σ = 0) became

μPZC
e (Pt) = −5.60 eV vs �S. However, the difference be-

tween the Fermi level εf and potential energy �V was
−5.77 ± 0.01 eV in the region of −1.2 < σ < 0.9 e/nm2, as
shown in Fig. 4. Thus, the opposite sign of εf − �V in the
ESM-RISM calculations was equal to �M regardless of the
introduced surface charge density:

�V − εf = �M even when σ �= 0. (8)

C. Electrode potential

In this subsection we describe the electric potential of the
electrode on which the following SHE charge transfer reaction
takes place:

1/2 H2(gas) + H2O(S) ↔ H3O+(S) + e−(M). (R1)

Similar to the two procedures conducted by Trasatti
[7], two pathways to evaluate the electrode potential
are possible within ESM-RISM calculations using the
vacuum/slab+ion/solvent and solvent/ion/solvent systems
shown in Figs. 2(c) and 2(d), respectively. The reacting one

QM molecule/ion (H2O or H3O+) was placed in the solution
far from the electrode surface or the center of the simulation
cell. The one H2O molecule/H3O+ ion being explicitly
treated with DFT is sufficient to describe the electrode
potential of H2/H+ because the solvation interaction is
included in �ARISM. The vacuum/slab+ion/solvent and
solvent/ion/solvent systems have distinctive characteristics
(advantages and drawbacks) in treating the charge transfer
reactions.

First, we consider the solvent/ion/solvent system, which
treats an isolated ion in a solution phase with no electrode.
Owing to the OBC introduced by the ESM technique for the
RISM equation, the ESM-RISM calculation of the solvent/
ion/solvent system is different from that of the PBC applied
3D-RISM system. The OBC realizes a grand canonical condi-
tion for RISM solvents. The inner potential �S in this system
is identical to that in the vacuum/slab(+ion)/solvent system.
Therefore, an ideal free energy referenced to �S in the solu-
tion phase can be obtained from this system, where “ideal”
means that the energy arising from interactions between an
electrode surface and a reacting ion exactly equals to 0. If the
free energies of H2(gas), H2O(S), and H3O+(S) are calculated
from this solvent/ion/solvent system, the electrode potential
E(H+/H2) referenced to the inner potential �S could be
obtained from the free energy difference �GSHE without the
Born-Haber cycle:

E(H+/H2)[vs �S] = −�GSHE/F [vs �S]. (9)

The relation in Eq. (9) is almost the same as that in Eq. (2)
except for the reference potential. In this study, an electrode
potential derived from the �G calculation is referred to as
the electrode potential from free energy difference. Other tech-
niques, such as thermodynamic integration, are also able to ac-
cess an estimation of the value of �G [14,37]. The expression
of Eq. (9) formally resembles that of the electromotive force
(EMF) Eemf = −�G/nF , where n is the number of reacted
electrons. These free-energy (or thermodynamic) attributed
Eemf calculations have been widely applied to many kinds
of electrode materials, as DFT calculations have given the
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experimental Li-intercalation potentials with good accuracy
[22,38]. The EMF expression and Eq. (9) are different in
terms of the charged and neutral states of their electrochemical
reactions. Namely, the former represents a half-cell reaction
and the latter represents a full-cell reaction.

The next consideration is the vacuum/slab+ion/solvent
system shown in Fig. 2(c). This system mimics realis-
tic electrochemical conditions where a charge transfer re-
action occurs. Namely, an ESM-RISM calculation of the
vacuum/slab+ion/solvent system treats the interface of the
electrode + reacting ion/solution with an explicit inclusion of
a chemical potential shift (i.e., a bias potential effect) and
influences from double layer structures. The system allows
us to calculate � at a given μe referenced to �S. The
equilibrium condition of reaction (R1) is satisfied at μSHE

e ,
which corresponds to the SHE potential. As a result, the
following simple relation concerning the electrode potential is
established:

E(H+/H2)[vs �S] = μSHE
e /e[vs �S]. (10)

We refer to an electrode potential derived from μe as
the electrode potential from chemical potential. Although the
electrode potentials from free energy difference and from
chemical potential are expressed as different quantities, these
two potentials should be equal to each other, as shown by
Trasatti [7]. The equivalence of the two electrode potentials
is validated within an ESM-RISM treatment, which will be
shown in Sec. III.

Once μSHE
e is determined in the ESM-RISM calculation,

any μe can be converted to an electrode potential E relative to
the SHE potential as

E[SHE] = −(
μe[vs �S] − μSHE

e [vs �S]
)
/e. (11)

To obtain the chemical potential of electrons corresponding
to the SHE potential μSHE

e [vs �S] by applying a constant-μe

ESM-RISM calculation is the main objective of this study.

D. Computational details

Quantum ESPRESSO code [39] was used to conduct
the spin-unpolarized DFT and ESM-RISM calculations.
An exchange-correlation functional of the Perdew-Burke-
Ernzerhof (PBE) generalized-gradient approximation [40]
was adopted with a plane-wave basis within the ultrasoft
pseudopotential framework [41]. The electronic configura-
tions were 1s1 for H, 2s22p4 for O, 3s23p1 for Al with
nonlinear core correction (NLCC) [42], and 6s16p05d9 for Pt
with NLCC. The cutoff energies were set to 40 and 320 Ry
(1 Ry = 13.606 eV) for the wave functions and the augmented
charge, respectively.

Three layer slabs of Pt(111) and Al(111) were constructed
by cutting face-centered cubic (fcc) crystals, where the lat-
tice constants were set to 3.924 and 4.049 Å, respectively.
The atom positions of Pt and Al were fixed in their crys-
tal positions throughout this study. The simulation cells of
Pt(111) and Al(111) of the vacuum/slab(+ion)/solvent sys-
tems, shown in Figs. 2(a)–2(c), had a rectangular surface

area of 8.324 × 9.612 Å
2

and 8.590 × 9.919 Å
2
, respectively,

with 3 × 4 atoms per layer. The DFT unit cells had a z-axis

length of 40 Å and the RISM region was extended to the
right-hand side by 31.875 Å from the DFT region. The
vacuum regions were 10 Å. For the solvent/ion/solvent sys-

tems, a cubic DFT unit cell of 20 × 20 × 20 Å
3

was adopted
and the extended regions of 31.875 Å were added to both
sides as the RISM regions, as indicated in Fig. 2(d). Con-
verged k-point sampling of 4 × 4 × 1 was adopted for the
vacuum/slab(+ion)/solvent systems. Only the � point was
chosen for the solvent/ion/solvent system. Electron occupa-
tion numbers were determined by the Gaussian smearing
technique with a broadening parameter of 0.01 Ry. The
atomic positions of H2O and H3O+ in the solvent/ion/solvent
system were relaxed until the residual forces became less
than 0.001 Ry/bohr (1 bohr = 0.52918 Å), while the atomic
positions of H2O and H3O+ in the vacuum/slab+ion/solvent
system were fixed at their relaxed configurations of the
solvent/ion/solvent system. In the vacuum/slab+ion/solvent
system, the distance between O and the right-hand boundary
of the DFT cell was set to 15 Å (the distance between O and
the first layer Pt or Al surface plane is approximately 10 Å).
The VESTA package was used to visualize the coordinates of
the DFT atoms in this study [43].

The RISM solvent system consisted of H2O molecules,
with a density of 1.00 g/cm3(= 55.5 mol/L), and a
1.0 mol/L HCl electrolyte at a temperature of 300 K. The
Laue-RISM calculation was performed with the closure of
the model by Kovalenko and Hirata [34], and the excess free
energy �ARISM was evaluated by the Gaussian fluctuation
model [44]. The cutoff energy was set to 160 Ry for
the distribution functions of the RISM components. The
convergence criterion of the correlation functions in the
RISM equations was set to 10−6 Ry.

The parameters of classical force fields used for RISM
calculations were selected from the literature as follows.
The simple point charge (SPC) [45] and TIP5P [46] mod-
els were tested for an H2O molecule with modifications
of some LJ parameters. We took the parameters by Chuev
et al. [47] and Smith et al. [48] for H3O+ and Cl− ions
without additional modifications. The LJ parameters of σij

and εij were determined according to the standard combining
rules: σij = (σi + σj )/2 and εij = √

εiεj. Because the H3O+
solvation energy �Gsolv (H3O+) has a large contribution to
the equilibrium potential of reaction (R1), the LJ param-
eters used for 1 M HCl aq. were tuned to reproduce the
experimental value of �Gsolv(H3O+) = 100–110 kcal mol−1

(1 kcal = 4.184 kJ) [49]. An 1D-RISM calculation [50] of
1 M HCl aq., using the SPC model with modification to σH =
1.0 Å and εH = 0.046 kcal mol−1, gave �Gsolv(H3O+) =
80.8 kcal mol−1. Although this value is consistent with a
previous RISM calculation with hypernetted chain closure
[47], a significant underestimation of �Gsolv was found.
However, an 1D-RISM calculation using the TIP5P model
with modifications of σH = 1.0 Å, σL = 1.8 Å, and εH =
εL = 0.046 kcal mol−1 (L is lone pair) gave �Gsolv(H3O+) =
102 kcal mol−1, which is in good agreement with the exper-
iments. Therefore, we employed the TIP5P model for all of
the ESM-RISM calculations in this study. The LJ parame-
ters of the electrode atoms were σPt = 2.65 Å, σAl = 4.01 Å,
εPt,Al = 1.66 kcal mol−1, and εAl = 0.505 kcal mol−1. The
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LJ parameters of Pt were obtained by fitting the interaction
energy between the Pt surface and Xe derived from van
der Waals DFT calculations (the details will be discussed
elsewhere), while those of Al were from the universal force
field [51].

III. RESULTS

The grand potentials � of the left and right components in
reaction (R1) on electrode M = Pt are expressed as

�L = 1/2{A(H2, gas) + EZP(H2)}
+�(Pt36 + H2O/1 M HCl aq.) + EZP(H2O), (12a)

�R = �(Pt36 + H3O+/1 M HCl aq.) + EZP(H3O+), (12b)

where �(Pt36 + H2O/1 M HCl aq.) and �(Pt36 + H3O+/

1 M HCl aq.) are the grand potentials calculated from Eq. (4)
with the vacuum/slab+ion/solvent system in Fig. 2(c),
A(H2, gas) is the sum of the DFT energy of an iso-
lated H2 molecule and the standard molar entropy term
−T S(= −298.15 K×130.6 J mol−1 K−1 = −0.404 eV) [52]
of H2 gas, and EZP is the zero point vibrational energy
of an isolated molecule or ion. These zero point ener-
gies were calculated by using the Gaussian16 program
package with conditions of BLYP/6−311 + G(3df, 2pd ):
EZP = 0.270, 0.562, and 0.909 eV for H2, H2O, and
H3O+, respectively [53]. The ESM-RISM calculations were
conducted at specific surface charge densities (e.g., σ =
. . . , −0.4, −0.2, 0, 0.2, 0.4, . . . e/unit cell). The grand
potentials �L and �R are shown as a function of μe vs �S

in Fig. 5(a).
For the system of Pt36 + H2O/1 M HCl aq., �L had an

inverted parabola-shape centered at the point of −�Ne = 0,
which is consistent with what is expected from a constant
capacitance. μe = −5.61 eV at �Ne = 0 in this case was al-
most the same as μPZC

e (Pt) = −5.60 eV obtained in Sec. II B,
which indicated that the electric double layer screened the
electronic interaction between the Pt surface and QM H2O
molecule sufficiently. Therefore, the curvature of the grand
potential � consisted mainly of the double layer capacitance
at the interface of Pt(111)/1 M HCl aq. In addition, the cur-
vature of � with respect to μe is related to the differential ca-
pacitance C = −e2/s(∂2�/∂μe

2) = −e2(∂2γ /∂μe
2), where

s and γ are the surface area of the unit cell and the surface
tension, respectively. The capacitance of Pt(111)/1 M HCl aq.
was roughly estimated as 30–50 μF/cm2, whose order was
consistent with that of the PCM solvent [27] and a recently
calculated value from DFT-MD simulations [54]. Since the
force field parameters applied for ESM-RISM calculations
could not express the specific adsorption of Cl− ions, as has
already been mentioned, the capacitance contribution from
specific adsorptions was not included.

For the system of Pt36 + H3O+/1 M HCl aq., the electric
double layer on the Pt surface screened the interaction be-
tween the Pt(111) surface and the H3O+ ion in the solution,
which led to μe = −5.58 eV ≈ μPZC

e (Pt) even at −�Ne =
+1. �R showed an inverted parabola shape centered at μe =
−5.13 eV at �Ne = 0. The crossing point of �L and �R

showed that the state changed from H3O+(S) to H2O(S) +
1/2H2(gas) with increasing μe. Therefore, μe at the crossing

FIG. 5. Grand potentials �L (orange circles) and �R (blue cir-
cles) as a function of μe vs �S at (a) Pt(111)/1 M HCl aq. and (b)
Al(111)/1 M HCl aq. The orange and blue solid lines are provided
as a guide for the eye. The origin of � is set at the value of �L

at �Ne = 0. The red solid lines represent �GSHE derived from the
vacuum/slab+ion/solvent system.

point was interpreted as the corresponding SHE poten-
tial: μSHE

e = −5.27 eV. The electrode potential E(H+/H2)
[vs �S] was, then, obtained from Eq. (10). From Eq. (11), the
chemical potentials of PZC and SHE gave the electrode poten-
tial at PZC EM

S (σ = 0) = −(μPZC
e − μSHE

e )/e = 0.33 V vs
SHE, which was in good agreement with the experimental
values of 0.36 [55] or 0.23 [56] V vs SHE. The electrode
potential derived from μe with the grand potential analysis
came from the concept of the electrode potential from chemi-
cal potential, as discussed in Sec. II C.

Another pathway for electrode potential from free energy
difference could be applied. We can represent the free energy
difference �GSHE in Eq. (9) as the free energy difference of
the left and right sides of reaction (R1) at electrode M = Pt:

GL = 1/2{A(H2, gas) + EZP(H2)}
+A(Pt36 + H2O/1 M HCl aq.) + EZP(H2O), (13a)

GR = A(Pt36 + H3O+/1 M HCl aq.) + EZP(H3O+), (13b)

where A(Pt36 + H2O/1 M HCl aq.) and A(Pt36 + H3O+/

1 M HCl aq.) are the free energies calculated by ESM-RISM
with the vacuum/slab+ion/solvent system shown in Fig. 2(c).
The difference between Helmholtz free energy A and Gibbs
free energy G, that is, volume × pressure contribution, was
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not included in Eqs. (13). After the definition of GL and
GR, �GSHE = GL − GR = −5.27 eV was obtained, which
was the same value as μSHE

e from grand potential analysis
[see the crossing point of � and the red solid line depicted
in Fig. 5(a)]. Thus, the electrode potentials from chemical
potential and from free energy difference gave the same
value within the ESM-RISM treatment. It is emphasized that
this equivalence is independent of the capacitance on the
Pt(111)/1 M HCl aq., as shown in the Appendix. It should
be mentioned that the grand potential analysis within ESM-
RISM treatment could be applied for estimating the electrode
potential associated with the “ion” adsorption reaction, such
as OH− in the case even including the effect of an electronic
double layer, which will be discussed elsewhere.

It is possible to represent the free energy of the left and
right sides of reaction (R1) without electrode M as

G′
L = 1/2{A(H2, gas) + EZP(H2)} + A(H2O/1 M HCl aq.)

+EZP(H2O), (14a)

G′
R = A(H3O+/1 M HCl aq.) + EZP(H3O+). (14b)

A(H2O/1 M HCl aq.) and A(H3O+/1 M HCl aq.) are cal-
culated with the solvent/ion/solvent system shown in
Fig. 2(d). ESM-RISM free energies in Eq. (5) gave �G′

SHE =
G′

L − G′
R = −5.23 eV. The difference of 0.04 eV between

�GSHE and �G′
SHE might arise from the interactions be-

tween the Pt(111) surface and the ion and from the lim-
itation of the QM ion interaction in the surface parallel
direction. It is expected that a longer distance between
the surface and QM ion and a larger surface area of the
vacuum/slab+ion/solvent system will provide a convergence
to the ideal value: �GSHE → �G′

SHE. Because the calcu-
lation cost of the solvent/ion/solvent system is negligible,
compared with that of the vacuum/slab+ion/solvent system,
the solvent/ion/solvent system is very useful when estimating
interactions between a surface and an ion or between ions in
the surface parallel direction.

The values of �L and �R after replacing the electrode of
Pt with Al are shown in Fig. 5(b). At both the interfaces of
Al36 + H2O/1 M HCl aq. and Al36 + H3O+/1 M HCl aq., the
grand potentials �L and �R had an inverted parabola shape
centered at the point of −�Ne = 0 as expected. The chem-
ical potentials μe = −4.01 and −3.99 eV at −�Ne = 0 and
+1 on the interfaces of Al36 + H2O/1 M HCl aq. and Al36 +
H3O+/1 M HCl aq., respectively, were close to μPZC

e (Al) =
−4.04 eV. The capacitance of Al(111)/1 M HCl aq. was
roughly estimated as 10–20 μF cm−2. The chemical potential
of electrons derived at the crossing point of �L and �R was
μSHE

e = −5.22 eV, which was almost equal to that of the
Pt(111)/1 M HCl aq. From Eq. (11), the PZC of the Al(111)
electrode gave EM

S (σ = 0) = −1.18 V vs SHE. Since Al
metal is experimentally dissolved or covered by oxidized Al
in aqueous solutions, it is impossible to compare EM

S (σ = 0)
with that obtained from experiments. The important point of
the calculation with Al is that we could confirm the indepen-
dency of the electrode potential on the electrodes.

IV. DISCUSSION

In this section we discuss the relation between the
absolute SHE potential derived by Trasatti and the SHE
potential vs �S obtained in this study. From the schematic
path for the calculation of the absolute SHE potential in
Fig. 1, a previous reported value of �M

S ψ = −1.1 to −1.4 V
from DFT-MD + ESM calculation [M = Pt(111)] [9], and
the total potential vtot on the Pt(111)/1 M HCl aq. system in
Fig. 3(b), we can draw the potential energy profile through the
vacuum/metal/solution/vacuum interface, as shown in Fig. 6.
The potential deviation at the solution and vacuum interface is
schematically depicted. The potential energy at a point in the
left vacuum close to the surface of the electrode M is denoted
as �V → �M

V , to distinguish it from the potential energy at a
point in the right vacuum close to the surface of the solution S,
that is, the outer potential �S

V of the solution. The difference
between the inner and the outer potentials (the potential
energy drop by a surface dipole) −eχS, and the perturbation
term arising from the double-layer polarization at metal-
solution interface −eδχM, are also indicated in Fig. 6. The
relation among these two potentials and the contact potential
difference (�M

S ψ = χS + δχM) has been discussed in the
study with DFT-MD + ESM simulation by Otani et al. [9].

According to Trasatti, the absolute SHE potential
μSHE

e = − 4.44 eV is measured from the outer potential �S
V

[7]. However, the Pt(111)/1 M HCl aq. system gave μSHE
e =

− 5.27 eV referenced to the inner potential �S. It is obvious
that the difference between the inner and the outer poten-
tials (−eχS) needs to be compared: E[abs] = E[vs �S] +
χS. If we use the result of �M

S ψ = −1.1 to −1.4 V from
the DFT-MD + ESM simulation [9], the calculation values
of �M = 5.77 eV and EM

S (σ = 0) = 0.33 V vs SHE on the
Pt(111)/1 M HCl aq. yield E(H+/H2) [abs] = 4.07 to 4.37 V
from Eq. (3). Although this absolute SHE potential is a rea-
sonable value compared with the experiment, the estimation
of χS is very complicated because χS depends strongly on the
pseudopotentials or effective force-field charges (see the air-
water interface results by Kevin [57] and references therein).
This fact indicates that �S also depends on the force-field
parameters. However, �S is the possible reference as long as
we use the same force-field parameters.

Trasatti suggested three conceivable reference levels for
absolute potential [7]. One is an electron level in the ground
state in a vacuum at “infinity.” This infinity is not the point
just outside the metal but far from the influence of the surface
potential. The next and last references are the inner potential
�S and the outer potential �S

V, which are adopted in ESM-
RISM and by Trasatti, respectively. As already pointed out
by Trasatti [7], �S cannot be a universal reference state
since it depends on the nature of the solution S. In fact, the
energy of electrons at the Fermi level of the metal electrode
M immersed in two different solvents is not necessarily the
same. In addition, the experimental determination of the work
function of a liquid polar phase presents more problems
than that of a metal. Although the ESM-RISM calculation
referenced to �S makes it possible for a comparison between
the electrode potentials at different electrodes immersed in
the same solution, a method for the comparison between
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FIG. 6. Potential energy profile through the vacuum/metal/solution/vacuum interface.

the electrode potentials in different solutions remains to be
determined in future studies.

V. CONCLUSIONS

We investigated the chemical potential of electrons cor-
responding to the SHE potential by employing DFT cal-
culations combined with implicit solvation theory, referred
to as ESM-RISM. In this calculation, the electrostatic field
from the charged slab treated by DFT with ESM was com-
pletely screened out by that from the charge distribution of
the electrolyte in the solution represented by RISM. This
screening allowed us to define a reference potential, which
was an inner potential �S at the bulk solution region, and then
the direct comparison of grand potentials and free energies
between two different electrodes (but with the same solution)
became possible. We compared the grand potentials �L and
�R of two states for the charge transfer reaction (R1) with
changing the chemical potential of electrons. The crossing
point of �L and �R could be regarded as the corresponding
SHE potential, which derived μSHE

e = −5.27 eV vs �S for
the Pt(111) electrode. Another pathway from the free energy
difference �GSHE also indicated the same SHE potential,
which validated the equivalence of electrode potentials from
chemical potential and from free energy difference within
the ESM-RISM treatment. As theoretically expected, a dif-
ferent electrode of Al gave almost the same value of μSHE

e =
−5.22 eV vs �S. Thus, the electrode potential was confirmed
to be independent of the electrodes. Finally, the relation
between the absolute SHE potential and the �S referred to the
SHE potential was discussed. The schematic potential energy
profile of a vacuum/metal/solution/vacuum interface indicated
that the difference between the inner and the outer potentials
is the origin of the difference between the two SHE values.
This study establishes the concept of a well-defined electrode
potential in computational electrochemistry.
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APPENDIX

We consider the system of electrode M + ion A (or B). We
assume that there is a sufficient distance between electrode M
and ion A, thus the free energy and the number of electrons
can be attributed to each part. The grand potential of the
system M + A is represented as

�(M + A) = F (M + A) − μNM+A

= F (M) + F (A) − μNM − μNA, (A1)

where the free energy F (A) and the number of electrons
NA are independent of the chemical potential of the elec-
trons μ. The same assumption is applied for the system of
M + B:

�(M + B) = F (M + B) − μNM+B

= F (M) + F (B) − μNM − μNB. (A2)

We obtain the chemical potential of electrons μ at the
crossing point of �(M + A) and �(M + B), that is

�(M + A) = �(M + B),

F (M) + F (A) − μNM − μNA

= F (M) + F (B) − μNM − μNB,

F (A) − F (B) = μ(NA − NB),

μ = F (A) − F (B)

NA − NB
. (A3)

In Eq. (A3), F (A) − F (B) can be interpreted as the free
energy difference between ion A and B, and NA − NB is
the number of reacted electrons. Therefore, the chemical
potential of electrons μ at the crossing point of �(M + A)
and �(M + B) is equal to the free energy difference between
ions A and B, which is independent of the capacitance at the
electrode M.
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