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Quantitative relevance of substitutional impurities to carrier dynamics in diamond
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We have quantified substitutional impurity concentrations in synthetic diamond crystals down to sub-parts-
per-billion levels. The capture lifetimes of electrons and excitons injected via photoexcitation were compared for
several samples with different impurity concentrations. Based on the assessed impurity concentrations, we have
determined the capture cross section of electrons for boron impurity, σA = 1 × 10−14 cm2, and that of excitons
for nitrogen impurity, σ ex

D = 3 × 10−14 cm2. The general tendency of the mobility values for different carrier
species is successfully reproduced by including carrier scattering by impurities and excitons.
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I. INTRODUCTION

Diamond is a wide-gap material attractive for various appli-
cations because of its unique physical and chemical properties.
Its practical applications range from ultraviolet light-emitting
diodes, radiation detectors, and single-photon sources, to
biosensors. Owing to the recent progress of crystal growth
techniques, such as the chemical-vapor-deposition (CVD) and
high-pressure high-temperature (HPHT) methods, high-purity
single crystals of diamond are becoming commercially avail-
able [1]. It has been known that the dominant substitutional
impurities in synthetic diamond are nitrogen and boron owing
to the proximity of their atomic sizes to that of carbon. The
nitrogen impurities in diamond affect not only the spin relax-
ation time of electrons localized at nitrogen-vacancy centers
[2], but also the relaxation dynamics of free excitons [3].

To quantify nitrogen or boron impurities in diamond at
parts-per-million (ppm) levels, one can utilize absorption [4]
and secondary-ion mass spectroscopy (SIMS). However, meth-
ods for evaluating nitrogen at parts-per-billion (ppb) levels
below the SIMS detection limits are not common [2]. The
quantification method for boron impurities using cathodolu-
minescence [5] has been recently extended with a detection
limit below 0.05 ppb [6,7]. Owing to the long-term difficulty
of doping control and the quantification problem, capture cross
sections of carriers or excitons for impurities in diamond have
been missing parameters for 20 years [8,9].

In this study, we have performed electron-paramagnetic-
resonance (EPR) measurements to determine the concentra-
tions of substitutional nitrogen down to sub-ppb levels. Fur-
thermore, boron impurities with concentrations below 2 ppb
were evaluated using careful photoluminescence analysis.
Based on the assessed impurity concentrations, we quanti-
tatively discuss the momentum relaxation times of charge
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carriers, which determine the carrier mobility, in addition to
the capture cross sections of charge carriers and excitons.
The extraction of the cross sections was enabled by our
careful quantification of impurity concentrations. The capture
lifetimes were observed to be limited by the interactions with
impurities in high-purity diamond. The obtained parameter
values are critical both for modeling of electronic devices
and for defect engineering using color centers, which is an
emerging field in solid-state physics.

II. EXPERIMENTS

Five samples with unknown impurity concentrations were
used in the experiments, along with two standard samples (see
Table I for nitrogen and Table II for boron quantification). The
first letter of the sample names (C or H) designates the growth
method, i.e., CVD or HPHT. C1 (C6) is an optical (electronic)-
grade single-crystal diamond purchased from ElementSix, Ltd.
H7 is a dislocation-free and single-sector substrate purchased
from Technical Institute for Superhard and Novel Carbon Ma-
terials. The standard sample (H2) for nitrogen quantification
was cross evaluated using infrared absorption and SIMS, and
the concentration of charge-neutral substitutional nitrogen was
[N0

s ] = 23 ± 2 ppm (=4.1 × 1018 cm−3). The inhomogeneity
of the dopant concentration was particularly considered, i.e.,
we obtained an average value of the infrared absorption
measured in five different portions within the sample under a
microscopic Fourier-transform infrared spectrometer (Bruker,
VERTEX80V). The other standard sample (C0) for boron
quantification is an epitaxial layer of thickness 13 μm grown
on a type Ib diamond substrate. The boron concentration in
the epitaxial layer was characterized using electrical measure-
ments and SIMS along the depth [10]. The boron concentration
averaged over the layer thickness was [Bs] = 102 ppb (=
1.8 × 1016 cm−3). For the samples examined (C6-H5), the
highest possible concentrations quoted by the suppliers were
50 ppb for boron and 100 ppb for nitrogen [11].
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TABLE I. List of the samples used in the experiments. The EPR
signal intensity IEPR, sample weight W , cavity quality factor Q,
IEPR divided by the square root of the microwave power P , and
concentration [N0

s ] of charge-neutral substitutional nitrogen are given.

Sample IEPR W (mg) Q IEPR/
√

P [N0
s ] (ppb)

C6 0.0277 32.1 4700 0.0013 0.07 ± 0.02
H7 0.121 4.22 6100 0.0079 2.7 ± 0.5
C1 1.37 10.5 5100 0.083 14 ± 1
H6 18.2 15.6 5500 0.89 94 ± 7
H5 73.4 18.0 7600 2.2 240 ± 20

H2 343 3.88 6800 66 (23 ± 2) × 103

A substitutional nitrogen atom in diamond forms a nitrogen
P1 center. Two spin levels of s = 1/2 arise according to
the Zeeman effect under an applied magnetic field. Each
level is further split into triplets by the hyperfine interaction
with a nuclear spin (I = 1) originating from 14N atoms of a
natural abundance of 99.64%. The concentration of unpaired
electrons, or that of the P1 centers, can be determined based
on the microwave absorption associated with the transitions
between these electronic levels [12]. The EPR signal was
measured with X-band microwave at a frequency of 9.6 GHz
for samples mounted in a dielectric cavity (Bruker, MD-5-W1,
TE011) at 295 K. The measurement was performed in the
continuous-wave regime by using the spectrometer (Bruker,
ELEXSYS E580). The nitrogen concentration was obtained
by using the following relation:

[
N0

s

] ∝ IEPR/(WQ
√

P ), (1)

where IEPR, W, Q, and P represent the EPR signal intensity,
weight of the sample, cavity quality factor, and microwave
power, respectively. The EPR signal intensity was evaluated
at the limit of weak microwave power to avoid the saturation
effect. This was facilitated by analyzing the power dependence
of the EPR signals and subsequently choosing appropriate
microwave power for each sample for quantification (see
Table I). The absolute concentration was evaluated by using
the signal intensity from the standard sample (H2).

TABLE II. Photoluminescence intensity ratio, R, of free and
boron-bound excitons at the effective exciton temperature of 12 K
and the boron concentration [Bs]. Nii = 2 min ([Bs], [N0

s ]) is the
expected concentration of ionized impurities owing to compensation
at thermodynamic equilibrium. H7 is a single-sector crystal, whereas
H6 and H5 consist of multiple sectors. (∗The value is for the position
of PL decay measurement.)

Sample R [Bs] (ppb) Nii (cm−3)

C6 <0.0005 <0.13 <2.5 × 1013

H7 0.0062 1.5 5.3 × 1014

C1 <0.0015 <0.4 <1.4 × 1014

H6∗ 0.027 7.2 2.5 × 1015

H5 0.031 ± 0.003 8.4 ± 1 3.0 × 1015

C0 0.38 102

The boron concentration [Bs] was determined based on
the photoluminescence (PL) intensity of boron-bound excitons
relative to that of free excitons [6]. The excitation source was
light of wavelength 213 nm from a tunable laser based on
an optical-parametric-oscillator system (Ekspla, NT242). The
pulse duration was 2.5 ns and the repetition rate was 1 kHz.
Instead of the continuous excitation used in Ref. [6], pulsed
excitation was used here but with a minimized laser power
(e.g., 0.4 μW), in order to achieve suitable conditions for the
quantification. The measurements were performed at 7 K for
samples mounted in a closed-cycle cryostat. The PL signal
was detected using a charge-coupled device camera (Andor,
DU940N-BU2) at the exit of a monochromator (Horiba Jobin
Yvon, iHR-550, 2400 grooves/mm grating). The entrance slit
of the monochromator was set at 150 μm to achieve sufficient
signal intensities under weak excitation. The absolute boron
concentration was determined by comparing the PL intensity
ratio with that of the standard sample (C0) measured under
identical conditions.

III. RESULTS AND DISCUSSION

A. Impurity quantification

Figure 1 shows the EPR spectra obtained from each sample.
Here, we focus on the (−1/2, 0) → (1/2, 0) transition, where
the numbers in parentheses indicate the electron spin and
nuclear spin. The center magnetic field B0 corresponds to
g = 2.0027 ± 0.0002. The spectral shape of the EPR signals
is generally given by a Lorentzian function, but here it is
represented in a differential form owing to the modulation of
the magnetic field (modulation width = 0.1 G) to improve

FIG. 1. EPR spectra of the (−1/2, 0) → (1/2, 0) transition of the
substitutional nitrogen (P1) center in various samples. Dashed lines
are the best-fit functions. Thin full lines are drawn to estimate the
errors (ε = ±0.2 for H7 and ε = ±0.3 for C6).
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the sensitivity. The EPR signal intensity IEPR in Eq. (1) is
obtained by integrating a raw signal twice over the magnetic
field strength. Alternatively, IEPR = πab is obtained by fitting
the data with a differentiated spectral function

L′(B ) = −ab2 B − B0

[b2 + (B − B0)2]2
. (2)

The dashed lines represent the best-fit functions. The evaluated
signal intensity IEPR and estimated nitrogen concentration [N0

s ]
are summarized in Table I. The errors for a concentration below
the ppb level were carefully evaluated by comparing the data
with the best-fit function magnified by a factor of (1 + ε),
where ε represents the relative uncertainty. These spectral
functions are shown by thin full lines in Fig. 1. The minimum
nitrogen concentration estimated was of the order of 0.1 ppb,
which corresponds to 1.76 × 1013 cm−3.

Regarding the boron concentration, we referred to the
previous publication [6] on the ratio R of cathodoluminescence
from bound and free excitons in boron-doped diamond. To
reduce errors during the quantification procedure, we mounted
three samples in the same holder for comparison. The obtained
PL intensity ratio and boron concentration are summarized
in Table II. The PL from bound excitons was below the
detection limit in C1 and C6; thus we presented an upper
bound for the boron concentration in Table II by considering
the signal-to-noise ratio.

B. Capture lifetimes

The above result indicates that the nitrogen concentration
is higher than the boron concentration in most samples.
By using these assessed samples having different impurity
concentrations, we discuss the influence of impurities on the
capture lifetimes of excitons or carriers. Figure 2(a) shows
the normalized intensity of cyclotron resonance signals for
electrons at 10 K in various samples measured in our previous
work under photoexcitation of approximately 223 nm [13,14].
The decay time was extracted as 1/e time of an exponential
decay function convolved with a Gaussian responsible for
the excitation pulse width (5 ns) and the system response
function. The decay time largely depended on the samples.
Since the radiative lifetime of carriers in diamond is much
longer, the decay time is determined by the nonradiative
rate, which is considered to be dominated by capture for
impurities. Figure 2(b) shows a plot of the measured decay
time as a function of the total impurity concentration, i.e., the
horizontal axis of the figure is [N0

s ] + [Bs]. The error bars
include quantification errors (see Tables I and II) and possible
sector-dependent impurity concentrations for H6. The capture
lifetimes are calculated as

t = 1

v(σAnA + σDnD)
, (3)

wherev = √
3kBT /m∗

dos (m∗
dos = 0.496m0 [15]) is the electron

thermal velocity determined by the temperature T , σA and σD

are the cross sections of electrons against capture for boron and
nitrogen, respectively, and nA and nD are the acceptor or donor
concentrations, respectively. We consider nA = [Bs] and nD =
[N0

s ] by assuming neutralization of compensated impurities by
photoexcited carriers as proposed in Refs. [16,17].

FIG. 2. (a) Normalized intensity of the cyclotron resonance signal
for electrons at 10 K in various samples. (b) Plot of electron lifetime
as a function of total impurity concentration. The lines connect the
calculated points (σA = 1.1 × 10−14 cm2 and σD = 2.3 × 10−15 cm2

with the shaded area representing ±30% errors) as a guide for the
eyes.

According to the model of classical collision, a cross
section is given by σA(D) = πa2

A(D). The effective Bohr radii

of the impurity states are given by aA = h̄/
√

2mohEA = 5.2 Å
and aD = h̄/

√
2moeED = 2.4 Å, where EA(D) = 0.37(1.7) eV

is the acceptor (donor) activation energy and moh(moe) =
0.377(0.385)m0 is the conductivity effective mass for holes
(electrons). Here, a hydrogen model was assumed both for
boron and nitrogen levels. Considering the scaling rela-
tion σA = σDa2

A/a2
D, σA = (1.1 ± 0.3) × 10−14 cm2 and σD =

(2.3 ± 0.7) × 10−15 cm2 are obtained for good consistency be-
tween the calculated capture times (circles) and data (squares).
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The latter cross section has reasonable consistency with the
value measured using terahertz time-domain spectroscopy
[8] on electron capture for nitrogen, 1.4 × 10−15 cm2 (or
1.7 × 10−15 cm2 after correction of the difference in the
assumed effective mass values). The measured lifetime for
C6 was shorter than the calculated one assuming the boron
concentration at the upper bound. This indicates the existence
of other kinds of structural defects or impurities, such as
hydrogen, silicon, interstitials, or dislocations, acting as a cen-
ter capturing electrons in the CVD-grown diamond. Further,
because of the larger cross section for boron than for nitrogen,
the electron capture time more sensitively depends on the boron
concentration. Hence the plot does not appear linear against the
total impurity concentration.

Figure 3(a) shows the normalized PL intensity of free-
exciton luminescence following the pulsed excitation for 2.5 ns
in C1, H7, and C6 at 7 K. The detailed experimental setup for
this measurement is described elsewhere [18]. After the fast
decay owing to many-body effects, the 1/e time of the second
decay component indicates the time required for free excitons
to be captured by impurities. The capture lifetimes were
obtained as 4.8, 28, and 119 ns for C1, H7, and C6, respectively.
The analysis for decay times shorter than the duration of the
laser pulse involves large errors because separating many-body
effects is not straightforward. Nevertheless, there is an apparent
tendency that the capture lifetime was shorter for a sample
with a higher concentration of impurities. Figure 3(b) shows a
plot of the capture lifetime as a function of the total impurity
concentration. The calculations were performed based on
Eq. (3), where v = √

3kBT /m∗
ex is the exciton thermal velocity

with the translational effective mass m∗
ex = 0.76m0 [15] and σA

and σD should be replaced by the cross sections of excitons,
σ ex

A and σ ex
D , respectively. We assumed σ ex

A = 3.4 × 10−14 cm2

according to Ref. [9] for boron, where a factor of
√

8/(3π )
was multiplied to correct the difference in the definitions of
thermal velocity. The cross section for nitrogen is not exactly
known, because the direct measurement is difficult owing to
the fast Auger process. For the calculation shown by circles, we
used σ ex

D = 3.4 × 10−14 cm2 as the capture cross section for
nitrogen and obtained a reasonable consistency with the data.

Here, we would like to compare the obtained cross sections
for carriers and excitons. The electron cross section for boron
is larger than that for nitrogen and both are smaller than
the exciton cross sections. This indicates that electrons have
fewer chances to be captured by impurities than excitons.
The difference appears to originate from the difference in the
Bohr radius (aA, aD) of carriers and that (aex

B ) of excitons. By
assuming classical collision between hard spheres, the Bohr
radius scales proportionally to

√
σ . Therefore, the excitonic

Bohr radius is roughly estimated asaex
B = aA

√
σ ex

A /σA by using
the acceptor cross sections and aex

B = aD
√

σ ex
D /σD by using

the donor cross sections. Both relations coherently lead to an
exciton Bohr radius of 9.2 Å. Considering the crudeness of the
hydrogen model, this value is not far from the value, aex

B =
13.7 Å, derived from the exciton binding energy of 92 meV
[19]. Therefore, exciton capture is determined by the exciton
Bohr radius rather than by the effective radius of impurities.

The good consistency obtained above between the ex-
perimental data and theory indicates that neglecting ionized

FIG. 3. (a) Normalized PL intensity of free-exciton luminescence
in C1, H7, and C6 at 7 K. (b) Plot of exciton lifetime as a function of the
total impurity concentration. The line connects the calculated points
(σ ex

A = σ ex
D = 3.4 × 10−14 cm2 with the shaded area representing

±30% errors) as a guide for the eyes.

impurities is reasonable. Additionally, capture by impurity
complexes such as nitrogen-vacancy centers should not be
significant because the density of the centers is small, i.e., at
least 1/200 times [N0

s ] [20], and the cross section is known to
be very small (10−15 cm2) [21]. The excitons in diamond are
bound by neutral impurities but unbound by charged impurities
owing to the relatively small mass imbalance between electrons
and holes [22].

C. Momentum relaxation time of charge carriers

In this subsection, we compare the momentum relaxation
time (or the scattering time, in short) of charge carriers
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FIG. 4. Solid squares: scattering times measured at 10 K in different samples for (a),(d) electron, (b),(e) light hole, and (c),(f) heavy hole.
Left axes and grids are common for all six panels. Symbols connected by lines represent the calculations of neutral impurity (ni) and ionized
impurity (ii) scattering. The dashed dotted lines in (a),(b),(c) represent the sum of (ni) and (ii) scattering calculated with 0.1% Nii. The dashed
lines in (d),(e),(f) are the sum of (ni) and exciton (ex) scattering and the full lines are the sum of (ni), (ex), and (ii) scattering with 0.1% Nii.

in different samples. The thermal average of the scattering
time, τ , is directly related to drift mobility by the relation
μ = eτ/m∗

c , where e is the elementary charge and m∗
c is the

conductivity effective mass. According to Mathiessen’s rule,
the scattering time is approximated by the inverse of the
sum of the rates owing to intrinsic and extrinsic scattering
processes. The intrinsic process is well known to be dominated
by phonon scattering [23]. If the extrinsic process is dominated
by impurity scattering, one can, in principle, predict the drift
mobility of charge carriers in assessed samples, after precisely
knowing the impurity concentrations.

The scattering time was measured by using cyclotron
resonance [13], where the ratio of the resonance width to
the resonance magnetic field yields the value of τ . With a
decrease in temperature T , the scattering time τ increased
by T −3/2 down to 50 K, consistent with the acoustic-phonon
scattering theory. At lower temperatures, τ approached a
constant value with a weaker temperature dependence than
T −3/2. The low-temperature scattering time was shorter for
diamond containing impurities of higher concentrations (see
the plot of 1/τ in Fig. 12 of Ref. [13]).

The scattering times at 10 K in the assessed samples are
plotted using solid squares in Figs. 4(a)–4(c), respectively, for
the electron, light hole, and heavy hole. The longest scattering

time was measured for the electron in C6, whereas the shortest
value was measured for the heavy hole in H6. The resonance
spectra in H5 were too broad to extract accurate scattering
time. The right axis of each panel represents the mobility value
obtained by using the conductivity effective masses, m∗

oe =
0.385m0, m∗

lh = 0.26m0, and m∗
hh = 0.67m0, respectively, for

the electron, light hole, and heavy hole.
The most apparent contribution to charge carrier scattering

is from neutral impurities (ni), whose theoretical scattering
time is given by the Erginsoy formula [24] for an electron-
hydrogen scattering model and its modification to a positron-
hydrogen scattering picture by Otsuka, Murase, and Iseki [25].
Thus

τni-e = m∗
dos/(3.4nAaAh̄ + 20nDaDh̄) ∝ m∗

dos, (4)

for an electron, and

τni-h = m∗
hh(lh)/(20nAaAh̄ + 3.4nDaDh̄) ∝ m∗

hh(lh), (5)

for a hole. As shown by the circles in Figs. 4(a)–4(c), the calcu-
lated scattering times for (ni) are longer than the experimental
data, especially for the heavy hole. In the following paragraphs,
we discuss the other possible contributions.

The short scattering times measured for the heavy hole
could be due to the fluctuation in the isotopic composition
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of natural carbon (98.9% 12C and 1.1% 13C). The isotope
scattering is modeled using alloy scattering [26] with the
scattering time expressed as

τiso = (2πh̄2)2

πm∗2
dos

(
dEc

dx

)−2 1

a3
0x

√
3kBT /m∗

dos

∝ m
∗−3/2
dos , (6)

where x = 0.011 is the fraction of 13C, a0 = 3.57 Å is
the lattice constant of diamond, and dEc/dx = 14.6 meV
is the isotopic gap shift [27]. The calculated scattering times
are τiso = 1.5 × 10−7 s, 2.2 × 10−7 s, and 5.5 × 10−8 s for
the electron, light hole, and heavy hole, respectively. As these
values are much larger than the experimental data, we conclude
that their contributions to the mobility are not significant.

A local strain could also be a source of carrier scattering.
An order-of-magnitude scattering time is in the range of 10−10

s according to Eq. (3) of Ref. [28]:

τstrain = 32

3π

(
1 − ν

1 − 2ν

)2
kB h̄

�2λ2N
T, (7)

where ν = 0.18 is Poisson ratio, � = 8.7(10) eV is the
deformation potential for the electron (light and heavy holes)
[23], and λ is the unit crystallographic slip distance considered
to be equal to the lattice constant. Here, we assumed dilations
around edge-type dislocations at a density of N = 105 cm−2,
which is a typical value in samples with the same grade as C6
and orders of magnitude greater than that in HPHT samples
(H7 is dislocation free). The theoretical scattering time is
independent of the effective mass and does not explain the
discrepancy between (ni) and squares in Fig. 4.

The case of ionized impurities (ii) deserves to be considered
as the samples are compensated. The calculated scattering
times for the ionized impurity interaction according to the
Conwell-Weisskopf formula [29],

τii = 64
√

πm∗
dosε

2(2kBT )3/2

e4Nii ln
[(

1 + 144π2ε2k2
BT 2

/(
e4N

2/3
ii

)] ∝ m
∗1/2
dos , (8)

are represented by triangles in Figs. 4(a)–4(c) when using the
density Nii = 2 min ([Bs], [N0

s ]) as listed in Table II [30] and
the dielectric constant ε = 5.7. With such inputs, the calculated
(ii) scattering times are approximately two orders of magnitude
shorter than the measured ones. This result indicates that the
actual density of ionized impurities is much smaller than Nii.
The dashed dotted lines in Figs. 4(a)–4(c) are instead calculated
with the neutral impurities and the concentration of ionized
impurities equal to 0.1% Nii. The relatively good consistency
with the experimental data indicates that at least 99.9% of the
compensated impurities are neutralized by photoexcited carri-
ers, consistent with the assumption made in subsection B for
the analysis of capture lifetimes. Our result also broadens the
context known from the first experiments in silicon [16], where
ionized impurity scattering plays a minor role in cyclotron
resonance under photoexcitation compared with Hall-effect
measurements.

Finally, we had to consider the scattering between free
carriers and excitons [31] because the short scattering times
for the heavy hole are still not correctly described with both
neutral and ionized impurities. The carrier-exciton collision
occurs with a scattering time τex = 1/(Qnexv), where Q

is the exciton-carrier cross section. The cross section de-
pends on the mass ratio of scattering particles and thus
on the carrier species. Our estimates based on the litera-
ture [32] yield Qe = 2.6π (aex

B )2 = 1.4 × 10−13 cm2, Qlh =
3π (aex

B )2 = 1.6 × 10−13 cm2, and Qhh = 42π (aex
B )2 = 2.2 ×

10−12 cm2. The exciton-carrier cross section for the heavy
hole is observed to be one order of magnitude higher than that
for the electron or light hole. This can be understood by the
fact that the interaction potential for exchange of the incident
carrier and that of the exciton becomes repulsive when the mass
ratio exceeds unity, which is the only case for the heavy hole.
The calculated scattering time for the exciton density of nex =
1015 cm−3 is 2.4 × 10−9 s, 1.5 × 10−9 s, and 1.7 × 10−10 s
for the electron, light hole, and heavy hole, respectively, at
T = 10 K. The particular behavior of heavy-hole scattering
times as measured using cyclotron resonance is probably a
signature of significant exciton-carrier scattering. Finally, the
dashed lines in Figs. 4(d)–4(f) correspond to the sum of (ni)
and exciton scattering. By adding the contributions of 0.1% Nii

ionized impurity scattering, as shown by the full lines, a
reasonable consistency with the data (squares) is obtained.

Although we have not reached a perfect agreement, our first
attempt to preliminarily determine the mobility appears to be
successful at reproducing the general tendency. It is unique
to diamond that both charge carriers and excitons coexist up
to room temperature and above. As such a situation is realized
only at cryogenic temperatures in prototypical semiconductors
such as Si and GaAs, further investigation of diamond at higher
temperatures would be interesting. Studies toward the other
extreme, i.e., higher-purity diamond at ultralow temperatures
in the absence of neutral impurity scattering, would also be
fascinating. When a higher sensitivity for detection is achieved
and carrier-exciton scattering is suppressed, carrier mobility
limited by isotope scattering might be observed for the first
time in semiconductors.

IV. CONCLUSION

We have quantified substitutional nitrogen and boron con-
centrations in several synthetic diamond crystals down to
sub-ppb levels. The capture lifetimes of electrons and excitons
and the carrier scattering times were discussed as a function
of impurity concentrations. We extracted the cross section of
electrons for boron impurity (1 × 10−14 cm2), and that of
excitons for nitrogen impurity (3 × 10−14 cm2), which had
been unknown so far for diamond. The scattering times of
charge carriers with impurities, carbon isotopes, and exci-
tons were quantitatively calculated, and the comparison with
measured data indicated an almost complete neutralization of
compensated impurities by photoexcited carriers.

The present study opens an avenue for the detailed un-
derstanding of dynamics of the coexistent system of charge
carriers and excitons. The information obtained in the present
study should be useful for predicting mobility-lifetime (μτ )
products in intrinsic layers of diamond diodes and charge
carrier collection efficiencies in diamond detectors.
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