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Thermodynamics of hydrogen release in complexed borohydrides
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An important aspect of successful hydrogen storage materials is their hydrogen release mechanism, which—
unfortunately—for many promising materials occurs at impractically high or low temperatures. In light of recent
improvements observed when complexing borohydrides with NH3, we performed an ab initio investigation into the
effects of complexing the borohydrides Al(BH4)3, Mg(BH4)2, and Zn(BH4)2 with new additive molecules CH4,
C2H6O, and H2O, as well as NH3 as a benchmark. To find candidate ground-state structures for these borohydride
complexes, we first performed an in-depth evolutionary structure search. These ground-state structures were
then used to both evaluate their thermodynamic properties as well as to investigate nearby metastable states that
facilitate a favorable hydrogen release using evolutionary metadynamics. We found that all of these additives
markedly affect—to a varying degree—the nearby metastable states relative to the unaltered borohydride.
Furthermore, we found that complexing borohydrides with CH4 and H2O results in particularly favorable
properties for improving their hydrogen release. Our study not only investigates new and promising hydrogen
storage materials, but also elucidates the hydrogen release mechanism and the effect of additives in processes
that are difficult to characterize experimentally.
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I. INTRODUCTION

Hydrogen is considered an ideal alternative to fossil fuels
due to its potential to be produced and consumed cleanly
and renewably [1–3]. Unfortunately, under ambient conditions,
hydrogen has very low volumetric density, making it unsuitable
for automotive applications. This has led to a wealth of research
on improving hydrogen storage methods in general [4,5], with
goals outlined by the US Department of Energy (DOE) [6,7].
Of particular interest for hydrogen storage is the class of
borohydride materials—which are complex hydrides formed
from a cationic metal and an anionic BH4 group—due to their
favorably high gravimetric and volumetric hydrogen densities.
Unfortunately, their hydrogen desorption temperatures are
typically well above 85 ◦C [8,9], i.e., the maximum delivery
temperature set by the DOE for fuel cell operation in vehi-
cles [7]. Research efforts concerning borohydrides have thus
mostly focused on improving their hydrogen-release properties
[6,10–17].

Examples of past research to improve borohydride prop-
erties include destabilizing via reactions with other hydrides
[18–21], alloying [22–24], cation substitution [25], anion
substitution [26], and adding catalysts [27]. In general, the goal
of most of these methods is to lower the hydrogen desorption
temperature by altering either the kinetics or thermodynamics
of the reaction. One particularly successful method is the
complexing of borohydrides with additional molecules such as
ammonia (NH3) [28–34]. The effect of introducing ammonia
into borohydrides depends somewhat on the particular boro-
hydride, but it is almost always beneficial. For borohydrides
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which are too stable (i.e., the temperature at which they release
hydrogen is too high), ammonia complexing has been found
to decrease the hydrogen release temperature remarkably; for
borohydrides which are too unstable (i.e., the temperature at
which they release hydrogen is too low), ammonia complexing
has been found to increase the release temperature [30,34]. In a
recent study, we have uncovered the mechanisms behind both
of those findings [35].

Because of the beneficial effects of ammonia complexing
in borohydrides, in the present work we investigate the effects
of complexing borohydrides with other small molecules. In
particular, we investigate the effects of complexing Al(BH4)3

[36,37], Mg(BH4)2 [38,39], and Zn(BH4)2 [29,40,41] with
H2O, CH4, C2H6O, and NH3. These borohydrides were chosen
so as to have a representative range of stabilities and structures
out of the class of borohydrides [9]. The small molecules
were chosen so as to have a range of polarity and size. We
included NH3 in our study as a benchmark for which a myriad
of experimental data exists [28–33].

To fully capture the effects of complexing borohydrides, the
thermodynamics and kinetics of the resulting phases have to be
investigated. While the former is fairly straightforward within
ab initio materials modeling, the latter is almost prohibitively
complex. Although basic transition-state search algorithms
exist that can in principle find kinetic barriers [42,43], the
problem is that, even in simple borohydrides, the release
mechanism can be very complex, forming such intermediates
as B12H12 and involving several steps [44]. Similarly, while
ab initio molecular dynamics (AIMD) could theoretically be
employed to study the hydrogen release process, in practice
the large energy barriers to these processes make the actual
hydrogen release a rare event on the timescale accessible to
AIMD. Considering that many borohydrides have a sluggish
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hydrogen release anyway, the required timescale for AIMD is
far beyond reach by several orders of magnitude. While there
are a number of strategies for dealing with this situation [45],
we focus here on metadynamics, i.e., a technique to sample
rare events by adding cumulative Gaussian energy penalties
to regions of phase space that have already been explored.
This technique provides a means to sample rare events within
systems which otherwise would be unobservable due to their
large activation energy. A fairly recent innovation to this
technique is known as evolutionary metadynamics [46,47], a
discussion of which is provided in the Appendix. We have used
this novel technique to investigate nearby metastable states
and the effect of complexing on them to deduce information
about the hydrogen release characteristics. In conjunction
with the Bell–Evans–Polanyi principle of physical chemistry
[48,49]—wherein the difference in activation energy between
two reactions is proportional to the difference of their enthalpy
of reaction—we obtain crucial insights into the mechanisms for
the initial steps in the borohydride decomposition, including
the effect that additive molecules have upon these steps.

II. COMPUTATIONAL DETAILS

A. Ab initio ground-state calculations

We performed ab initio simulations at the density functional
theory (DFT) level as implemented in VASP [50,51] using the
standard projector augmented wave (PAW) pseudopotentials
provided. A plane-wave energy cutoff of 520 eV and k-point

mesh density of 0.08 Å
−1

were used. The energy convergence
criterion and force criterion were varied depending on the
level of accuracy desired for the method employed, with
specific details outlined in the corresponding sections below.
As previous studies on borohydrides found that van der Waals
interactions are crucial to accurately model these materials
due to weak interactions between the BH4 units [37,52,53],
we employed the exchange-correlation functional vdW-DF
[54–57], which includes a truly nonlocal correlation term to
capture van der Waals binding.

B. Ground-state structures and structure searches

To study borohydrides with additive molecules, it was
first necessary to determine their corresponding ground-state
structures. To this end, we used the crystal structure prediction
program USPEX [58–61] in combination with VASP. USPEX

was configured to run a three-dimensional molecular structure
search with a population size of 10 at each generation. The
structure search was stopped if the same structure had the
lowest energy for 6 generations in a row or if a total of 30
generations were ran. Three molecules were used in each
structure search: the borohydride molecule (BH4), the metal
(Al, Mg, or Zn), and the additive molecule (CH4, C2H6O,
H2O, or NH3); one formula unit was used for both the
borohydride and the additive molecule. For example, for the
complexed Al(BH4)3 · NH3 structure, a molecular structure
search was performed with one Al, one NH3 molecule, and
three BH4 molecules. While it is possible that the true ground-
state structures contain additional formula units, we argue in
Sec. IV C that the determining factor for the properties of the
complexed phases is that they have been complexed at all.

The best structures from each structure search were relaxed
by using an electronic convergence of 10−7 eV until all forces
were less than 10−3 eV/Å. Throughout the entire structure
search a total of 1780 structures were evaluated.

In addition, the energies of the elements, additive molecules,
and pure borohydrides were calculated by using the same
criteria. For those elements or molecules which exist in
the gaseous phase under standard conditions (e.g., H2), a
10 × 10 × 10 Å box was used. From this, we then com-
puted thermodynamic properties of these structures, finding
both their enthalpy of formation and the enthalpy of reac-
tion to form the borohydride complex from the borohydride
molecules and the additive molecules. Our previous study
on borohydrides showed that vibrational contributions to the
relative differences in formation enthalpy are negligible (e.g.,
the zero-point-energy contribution is ∼0.4 eV/BH4 regardless
of the metal for Mg, Zn, Al, and Sc borohydrides) [62,63], so
those effects were not included in the present study.

For the pure borohydride structures, we did not perform a
structure search, as their ground-state structures were already
known, but instead used the listed known structures. The
structure used for Al(BH4)3 was the solid-phase β-Al(BH4)3

taken from the theoretical work of Miwa et al. [37,64], the
structure for Zn(BH4)2 was taken from Nakamori et al. [8], the
structure for boron was the 106 atom β-rhombohedral structure
suggested by van Setten et al. [65], and the structure used
for Mg(BH4)2 was the 99-atom structure found to be nearly
isoenergetic to the true ground-state structure (which was not
used due to its large unit cell with 330 atoms) [53].

C. Metastable structures

To generate a host of metastable structures, we again
used USPEX in conjunction with VASP, although this time
utilizing the evolutionary metadynamics method [46,47]. For
the borohydride-additive structures, the starting structures used
were 2 × 2 × 2 supercells (such that each structure had eight
formula units) created from the structures found through the
initial structure search. Supercells were created for these struc-
tures in order to lessen interactions among periodic images
when the structure is perturbed. No supercells were created for
the pure borohydride structures because they already contained
several formula units per unit cell. At each generation, a
population size of 10 structures was used. The Gaussian

penalty height and width used were 16 000 Å
3

kbar and 1.6 Å,
respectively. Cell size and shape were allowed to vary and the
structures were relaxed by using an electronic convergence
of 10−5 eV until all forces were less than 0.1 eV/Å. Due
to the large unit-cell sizes only the � point was used for all
metastable structure calculations. For each structure, at least
six generations were performed. In total, we have generated
and evaluated 1448 different metastable structures.

III. THERMODYNAMICS RESULTS OF
COMPLEXING BOROHYDRIDES

As the first step in our investigation of the effect of
complexing borohydrides, we compute their thermodynamical
properties. Figure 1 shows the formation enthalpies for all
borohydride-additive combinations, including no additive as
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FIG. 1. Formation enthalpies �Hf in eV/BH4 for M (BH4)n · X
for M = Al, Mg, Zn and X = NH3, CH4, C2H6O, H2O. The pure
borohydrides without any additives are shown under “none.”

a reference. Overall, these results confirm that all of the
structures studied are stable with respect to decomposition
to the elements. It also becomes immediately clear that the
additives in all cases increase the stability of the materials.

More interestingly, we recently developed a criterion for
determining whether a borohydride will produce diborane—an
undesirable byproduct that is poisonous to the fuel cell—upon
decomposition, based on the formation enthalpy of the boro-
hydride [63]. In particular, we showed that, for values greater
than ∼ −1.1 eV/BH4, diborane will be produced; while this
criterion was developed in the context of pure borohydrides,
there is evidence which suggests it may be more generally
applicable [29,63]. We thus predict that all additives to some
degree suppress diborane production during the hydrogen
release (albeit not necessarily reaching the −1.1 eV/BH4
threshold under the additive concentration studied), with H2O
and C2H6O providing the greatest degree of suppression.

To further investigate the stability of borohydride-additive
combinations, we also calculate the energy gained from
combining the borohydride and its additive, i.e., the reaction
enthalpy to form the complexed borohydride

M (BH4)n + X −→ M (BH4)n · X (1)

for the various combinations of metals M and additives X .
The results depicted in Fig. 2 reveal two clear trends: (i) The
NH3, C2H6O, and H2O additives result in very stable com-
pounds, whereas CH4 produces less stable complexed borohy-
drides. This finding can be explained in terms of the polarity
of the additives: The polarity of NH3, C2H6O, and H2O
enable them to bind stronger with the anions and cations
in the borohydride than with the nonpolar CH4. Note that,
when CH4 is combined with Mg(BH4)2, the overall compound
is predicted to be slightly unstable with respect to phase
segregation, although not so much so that the phase could not
be stabilized kinetically or due to the entropy of mixing. (ii) The
relative stability of an additive is inversely proportional to the
stability of the borohydride, a trend that we will again see in
the discussion of the metadynamics results. In other words, as
seen by referencing the pure borohydride formation enthalpies
(Fig. 1 under “none”), the least stable borohydrides [e.g.,
Zn(BH4)2] have the strongest affinity for additive molecules.
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FIG. 2. Reaction enthalpy �Hr in eV/BH4 to form the complexed
borohydride, i.e., M (BH4)n + X → M (BH4)n · X for M = Al,
Mg, Zn and X = NH3, CH4, C2H6O, H2O. Negative values indicate
a favorable reaction.

IV. METADYNAMICS RESULTS OF
COMPLEXING BOROHYDRIDES

A. The idea and implicit assumptions behind metadynamics

Starting from a suitable collection of accurate structures
both for pure borohydrides and borohydride complexes, evo-
lutionary metadynamics allows us to take these structures as
input and catalog the energy and composition of a large number
of nearby metastable states for these structures as output.
Our goal in doing this is to study the first critical steps in
the decomposition of a borohydride and use these to help us
understand what relation exists (if any) between these first
steps and the full decomposition (by comparing with known
experimental results), as well as determine the effects additives
have on these initial decomposition steps.

As an example, it is known that complexing Mg(BH4)2

with NH3 decreases the temperature of hydrogen release [66].
This phenomenon is the result of NH3 lowering the energy
barrier for hydrogen production [35]. To find this behavior
within the realm of evolutionary metadynamics, we would
look at the reaction enthalpy of resultant metastable structures
which contain H2 molecules for pure Mg(BH4)2 and compare
that to the reaction enthalpy of resultant metastable structures
which contain H2 molecules for Mg(BH4)2 · NH3. Of course,
the thermodynamics of the metastable states by itself cannot
directly reveal information about the kinetics of the hydrogen
release. But it provides valuable insight in that the difference
in reaction barriers between two such reactions is proportional
to the difference of their reaction enthalpy, a relationship
called the Bell–Evans–Polanyi principle of physical chemistry
[48,49]. We argue that this principle is applicable here based
on comparing with explicit calculations of reaction barri-
ers through a transition-state search algorithm for diborane
production in several borohydrides [35]. These calculations
also reveal that the difference in reaction enthalpy for two
metastable states is typically only on the order of 10% of the
overall reaction barrier.

Finally, we also would like to emphasize that, while
in our study we have investigated nearby metastable
states to the ground-state structures of borohydrides and
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FIG. 3. Example plot showing energy vs relative H2 concentration
for the best structures at each generation found by the evolutionary
metadynamics structure search for Al(BH4)3 · NH3. The purple line
represents the bottom part of the convex hull, illustrating the technique
used to develop all following plots.

borohydride-additive complexes, the full decomposition re-
action includes several additional steps which include both
further decomposition of the structure and the diffusion of
hydrogen (and possibly other gases, such as diborane) from
the bulk material. Our implicit assumption in comparing our
metadynamics results to experimental results is that the initial
steps in the decomposition reaction directly affect the full
decomposition. This would be the case, e.g., if the initial
steps are the rate-limiting steps in the reaction. On the other
hand, while the exact processes and barriers for the full
decomposition reactions remain unknown, the fact that there
is good agreement between our metadynamics results and
experimental data suggests that the initial decomposition
reaction steps are critical for determining the pathway for the
full decomposition pathway.

B. An example: Al(BH4)3 · NH3

To better understand our analysis of the metastable states in
the next section, we present here, as an example, the case of
Al(BH4)3 · NH3 in more detail. Figure 3 shows a plot of relative
stability vs H2 concentration for the best structures produced
by USPEX from the evolutionary metadynamics simulation. The
y axis is defined as the energy of these structures in eV/BH4
while the x axis is defined as the number of hydrogens in H2

molecules divided by the total number of hydrogens originally
contained in the BH4 molecules (we only count individual
H2 molecules, i.e., two hydrogen atoms that are exclusively
bound to each other and that are not part of a larger molecule).
For example, for our 2 × 2 × 2 supercell of Al(BH4)3 · NH3

with eight formula units, eight H2 molecules would have a
relative H2 concentration of 16.67%, because there are 96 total
hydrogens in the 24 BH4 units. As another example, if the
entire hydrogen in all BH4 units was released as H2, that would
correspond to 100% relative H2 production. Note that with this
definition it is possible, for structures containing additives, to
have a relative H2 concentration above 100%, since some of the
additives may also give up hydrogen and contribute towards
hydrogen production.

To give a perspective on the data itself, in total 1448
structures were generated among all 12 combinations of
borohydride and additive. The points shown in Fig. 3 are the
17 best structures out of 83 total structures produced over eight

generations specifically for Al(BH4)3 · NH3 (at each genera-
tion, USPEX typically records two or even more best structures,
leading to 17 structures from eight generations). Of these 17
structures plotted, eight have 0% relative H2 concentration,
and, at least in terms of molecular composition, are nearly
identical to the initial starting structure. Conceptually, when a
structure is perturbed along a given direction—e.g., given by
a soft eigenmode—and then relaxed, the system may simply
revert back to a state nearly identical to its unperturbed state
if the perturbation is not large enough. Because metadynamics
naturally induces stronger perturbations in later generations (as
the Gaussian energy penalty has been allowed to accumulate),
it becomes more likely to observe states dissimilar to the
ground-state structure. For the same reason, in systems with
relatively-high-energy metastable states, it often takes several
generations to observe structures notably dissimilar to the
initial ground-state structure.

Looking at the spread of the points in Fig. 3, it is clear that,
near a given hydrogen concentration, there are often several
metastable states with a relatively large range in energy. From
our observations, this range in energy is due to a variety of
structural changes, including differences in volume, molecular
composition (e.g., one structure may have more BH3 and
BH5 units than others), or differences in molecule positions.
However, our interest lies in the most stable structure at a given
amount of hydrogen produced. We thus postulate that—in
order to produce this amount of hydrogen—going through
this state, per the Bell–Evans–Polanyi principle, is likely the
most favorable pathway. Because our primary interest lies in
structures that produce H2, and furthermore only the most
energetically favorable ones, we focus on the bottom half of the
convex hull, as indicated by the purple line in Fig. 3. As such,
all following plots only show the convex hull for the various
borohydrides and additives.

C. H2 production

Throughout the generation of metastable states using meta-
dynamics, we found many structures with interesting physical
properties, including structures with formation of ions or metal
ammine complexes [67–69]—in the Supplemental Material
[70] we provided both the structures and corresponding en-
ergies for the best individuals from all combinations studied.
However, to study hydrogen production we henceforth restrict
our analysis to the bottom half of the convex hull. Applying the
procedure from the previous section, we get an estimate for the
energetic cost of hydrogen production for all of the possible
borohydride-additive combinations studied; the results are
depicted in Fig. 4, which shows the most pertinent results of
our study. Note that the y axes of all plots have been shifted
so that the initial structure of each is defined to have an energy
of 0 eV/BH4, allowing for a direct comparison of the relative
cost of forming hydrogen among different additives. In Fig. 5
we provide the same information as in Fig. 4, but we use an
alternative y-axis scaling for use in hydrogen-storage contexts;
here the total energy is not normalized by the total number of
BH4 units but by the current amount of H2 produced, so that it
shows the incremental cost to hydrogen production.

A general trend is immediately obvious from Fig. 4: Struc-
tures which contain more H2 have, with a few exceptions,
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FIG. 4. Plot of energy vs relative H2 production for all additives
and structures found in the structure search lying along the bottom
hull for Al(BH4)3, Mg(BH4)2, and Zn(BH4)2.

a higher relative energy. This is to be expected, because it
takes energy to release the hydrogen molecules. However, it
is interesting to see that the curves concave upward, meaning
that the initial hydrogen release seems to hinder, rather than
facilitate, additional hydrogen release. Furthermore, note that,
in exception to the general trend, a few structures decrease
in relative energy when releasing hydrogen, signifying that
the initial structure is a metastable state.1 We also note that,
while many total structures were analyzed via the evolutionary
metadynamics technique, for certain combinations of boro-
hydrides and additives relatively few concentrations of H2

were obtained. For example, for unaltered Al(BH4)3, only two
nonzero concentrations of H2 were found, only one of which
lay on the convex hull, leading to a total of only two data points
for this structure in Fig. 4. This is likely due to the relative
difficulty to produce H2 molecules in Al(BH4)3, as seen by its
relatively low H2 production in experiment; see, e.g., Fig. 6
from Ref. [9].

We also find that the maximum amount of H2 produced
in Fig. 4 seems to vary depending on both the particular
borohydride and additive used. One would expect that the
maximum concentration correlates with how much hydro-
gen is produced during the decomposition process. Indeed,
comparing with experimental thermal decomposition data
for Al(BH4)3, Mg(BH4)2, and Zn(BH4)2, we find that the
relative ordering of maximum hydrogen concentration corre-
sponds to the relative experimental hydrogen production, i.e.,
Al(BH4)3 < Mg(BH4)2 < Zn(BH4)2 [8,9]. Along the same
line, experimentally we know that the amount of H2 produced
in Mg(BH4)2 is substantially increased when complexed with
NH3 [66], which agrees qualitatively with the increase in
maximum hydrogen concentration seen for Mg(BH4)2 · NH3

in Fig. 4. Finally, the same relative trends are seen for certain
additives and certain metals, e.g., CH4 is always found to have
the highest H2 concentration.

1This is not a flaw of the original ground-state structure search, since
we required those structures to have all borohydride building blocks
and additives completely intact.
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FIG. 5. Same data as Fig. 4, except that the y axis is in units
of eV/H2 produced, showing the incremental cost of hydrogen
production.

Analyzing the relative energy costs for producing H2 we
see results that are expected. Notably, for Mg(BH4)2 we see
that there is a significant decrease in the energy cost to produce
H2 when an additive molecule is involved, regardless of which
particular molecule it is. This is not surprising, because it is
known experimentally that complexing Mg(BH4)2 with NH3

significantly decreases the temperature of hydrogen release
[66], so it is plausible that complexing with other additives
has a similar effect. For Al(BH4)3 and Zn(BH4)2 the effects of
additive molecules are much less pronounced, with, e.g., NH3

having approximately the same cost in energy as producing
H2; this also agrees with experimental results which find that,
although Al(BH4)3 · 2NH3 evolves more H2 than the pure
borohydride, the temperature of hydrogen release is approxi-
mately the same [71]. It also agrees with the overall trend that
NH3 tends to destabilize stable borohydrides [i.e., Mg(BH4)2]
while stabilizing unstable borohydrides [i.e., Zn(BH4)2 and
Al(BH4)3] [66]. Here, we would like to note that experimen-
tally many cases were studied with two or three NH3 units per
formula unit, whereas in all of our complexes there was only
one additive molecule per formula unit; we argue that while
the properties of the material depend upon the concentration
of NH3 (e.g., the temperature of hydrogen release tends to
increase with the number of NH3 units), the most significant
factor qualitatively is whether the material has been complexed
with NH3 at all (e.g., see a study on ammine aluminum
borohydride with varying concentrations of NH3 [71]).

Comparing the various additives in Fig. 4, we find that they
mostly have similar effects on the H2 production, with the
relative ordering among them differing upon which concen-
tration and which borohydride is looked at. One interesting
trend is that H2O often has a noticeably lower energy for H2

production than other additives. The physical reasoning for the
trends is unclear. For example, we had initially expected H2O
to behave most similarly to NH3 due to it also being a small,
polar molecule. However, we see in fact that CH4 behaves
most similarly to NH3, despite being a nonpolar molecule. The
relatively low energy required to produce H2 for borohydrides
complexed with H2O could be due to the willingness of H2O
to react with the BH4 unit, as we see that it commonly forms
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FIG. 6. Plot of energy vs relative BH4 decomposition for all
structures found in the structure search lying along the bottom hull
for Al(BH4)3, Mg(BH4)2, and Zn(BH4)2, complexed with various
additive molecules.

BH3–OH or BH2–OH, leaving behind spare hydrogens to
produce H2.

We see the main value of Fig. 4 in that it provides guidance
concerning which additive to choose for a given borohydride
and a desired amount of hydrogen production. While the plot of
course only reveals thermodynamic data of the various phases,
information about the kinetic barriers can be deduced through
the Bell–Evans–Polanyi principle, suggesting that lower-lying
thermodynamic states also have lower barriers. One of the most
promising specific findings of this study is that, of the small
molecules studied, while most have effects comparable to NH3,
H2O seems to have a significantly lower reaction pathway
to produce H2 when complexed with borohydrides. Another
promising candidate is CH4, which has effects very similar
effects to those of NH3, although it consistently evolves more
H2, as seen in Fig. 4. It is interesting to note that, while the
success of NH3 as an additive is thought to be largely due to
its polarity [35,71], CH4 sees similar results here despite the
fact that it is nonpolar.

In summary, our metadynamics results suggest that the
response of a borohydride to additives depends on where it
falls along the “stability line,” a well-known phenomenon
related to the electronegativity of the borohydride’s metal
[8,9]—and more accurately described by its formation en-
thalpy [63]: Borohydrides to the right of the stability line, e.g.,
Mg(BH4)2, are known not to produce diborane and have their
temperature of hydrogen release lowered when complexed
with NH3, whereas borohydrides to the left of the stability
line, i.e., Al(NH4)3 and Zn(BH4)2, are known to produce
diborane and are generally known to have their temperature
of hydrogen release increased when complexed with NH3.
More stable borohydrides are less willing thermodynamically
to be complexed with additives, but see a more pronounced
effect in the amount of H2 produced, whereas in less stable
borohydrides additives tend to suppress the production of
unwanted byproducts (i.e., B2H6) by stabilizing the material,
although they do not see as impressive results in lowering the
hydrogen release temperature.
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FIG. 7. Plot of energy vs relative additive molecule decomposi-
tion for all structures found in structure search lying along the bottom
hull for Al(BH4)3, Mg(BH4)2, and Zn(BH4)2, complexed with various
additive molecules.

D. BH4 and additive decomposition

To gain further insight, we also studied the relative energy
cost to decompose the BH4 units in Fig. 6 and the additive
molecules in Fig. 7—for ease of comparison, Figs. 4, 6, and
7 have the same y-axis scaling. The meaning of the x axis
for these plots is comparable to that in Fig. 4, except that
it is for molecule decomposition instead of formation. For
example, 75% relative decomposition of BH4 in a 2 × 2 × 2
supercell of Al(BH4)3 tells us that—out of the 24 total BH4

units—18 were decomposed and six were found intact. The
primary use of Figs. 6 and 7 is to provide additional information
and context to understanding the decomposition and hydrogen
release processes for the various structures. These plots also
help us to understand where the released hydrogen comes from,
i.e., the borohydride units or the additive molecules. As before,
these plots also reveal that some of the complexed borohydrides
themselves are metastable structures, as the energy can be
lowered by decomposing the borohydride units or the additive
molecules; see, e.g., C2H6O in Mg(BH4)2 or Zn(BH4)2. This,
of course, has implication for the feasibility of forming a stable
complexed borohydride structure. However, it may be that
these structures formed from a borohydride-additive complex,
although not strictly borohydrides once the BH4 reacts with the
additive molecule, are themselves very good hydrogen storage
materials, as evidenced by their low-energy pathways to release
H2.

Ideally, Figs. 4 and 6 are closely related, i.e., an increase
in BH4 decomposition should lead to additional H2 formation,
and the two would have similar energy profiles. As an example,
we compare here the cases of Figs. 4 and 6 for Zn(BH4)2 · CH4:
We see clearly that there is a similar increase in the energy cost
to decompose BH4 as there is to produce H2. Of course, we
do not expect the curves to be identical; it stands to reason
that the energy cost to decompose BH4 units will typically
be lower than to produce the corresponding amount of H2,
because the former is (apart from the hydrogen of the additive
molecule) a prerequisite for the latter to occur. As an example
of undesirable behavior, we again look at Figs. 4 and 6, but
now for Mg(BH4)2 · C2H6O: We see an increase in relative
energy along the lowest-energy path to produce H2, but we
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see a decrease in relative energy to decompose BH4. This
suggests that the most favorable path for Mg(BH4)2 · C2H6O
is to decompose BH4 (and, in fact, also C2H6O itself looking at
Fig. 7), providing some evidence that Mg(BH4)2 · C2H6O may
be a poor hydrogen storage candidate, due to its unwillingness
to release H2 compared with its willingness to decompose. In
general, it is desirable for the curves in Figs. 6 and 7 to have
energies not drastically lower than those found in Fig. 4.

We now move on to analyzing the energy cost to decompose
the BH4 units. For the pure borohydrides, by comparing Figs. 6
and 1, we find that this cost shows a clear correlation to the
thermodynamic stability of the material, with pure Zn(BH4)2

having almost no thermodynamic cost to BH4 decomposition.
For the case of additives, NH3 and CH4 have a stabilizing
effect while H2O and C2H6O have a destabilizing effect.
Furthermore, we find (again by comparing Figs. 6 and 1) that
the relative stabilization or destabilization corresponds roughly
to the stability of the borohydride, with Mg(BH4)2 experi-
encing anywhere from no stabilization to significant desta-
bilization, whereas the less stable Al(BH4)3 and Zn(BH4)2

experience a range from significant stabilization to minor
destabilization.

This trend of stabilizing and destabilizing can also be
understood in terms of the energy cost to decompose the
additive molecules in Fig. 7. Whereas NH3 and CH4 always
have a relatively high, positive cost to decomposition, H2O
and C2H6O have (with one exception) consistently negative
values. In fact, looking at H2O and C2H6O across all plots
we find that they often have negative or near-zero energy
differences with respect to their starting structures, suggesting
that, in many cases, the structure prefers to transition to a
more energetically favorable state by having its molecular
constituents react with one another. Looking in detail at some
of the most favorable structures for these additives, we find that
in general this involves the additive molecule reacting with the
BH4 unit; for example, in Mg(BH4)2 · H2O, we find the most
favorable structure involved the reaction of H2O and a single
BH4 molecule to form H4BO and H2.

V. CONCLUSIONS

The thermodynamic properties and local metastable states
of complexed borohydrides were studied. In particular, we
investigated Al(BH4)3, Mg(BH4)2, and Zn(BH4)2 with the
additive molecules CH4, C2H6O, H2O, and NH3. Although
it is unfortunately unfeasible to fully simulate the borohydride
decomposition reaction, we find that our results on local
metastable states correlate well with experimental results for
the full decomposition reaction, indicating that the initial steps
in decomposition partially dictate the full decomposition reac-
tion. Our results suggest that additives other than NH3 could
see similarly impressive results in improving the hydrogen-
release properties of borohydrides. In particular, we find H2O
to be a promising candidate. Perhaps most promising in
general is that the method we have employed here—i.e., using
evolutionary metadynamics to study the local metastable states
of a system combined with a structure search to provide the
initial starting structures—has produced results that are both
internally consistent and consistent with previous experimental
and theoretical studies. We believe that this technique could

prove very useful for any instance where the effects of additives
(or indeed, other structural modifications) on the possible
reaction pathways of a given system are desired.
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APPENDIX: OVERVIEW OF EVOLUTIONARY
METADYNAMICS

Evolutionary metadynamics is a fairly new method, but it
has already been successfully applied to find high-pressure
carbon allotropes, multiple boron configurations and
phase-transition pathways, and stable and metastable states
for a variety of silicon-containing compounds [46,47,72].
Metadynamics itself allows for a sampling of rare events
by adding cumulative Gaussian energy penalties to regions
of phase space that have already been explored. However,
care must be taken when choosing these so-called collective
variables, i.e., the variables to which an energy penalty
is added. One well-known technique for sampling nearby
metastable states for a known stable structure is to use the
unit cell’s size and shape as the collective variables and then
using molecular dynamics (e.g., simulated annealing) in order
to determine the atomic positions [73]. However, this method
can result in highly disordered systems [47]. Recently, it
has been found that when metadynamics is combined with
an evolutionary algorithm typically seen in crystal structure
prediction techniques, it is possible to generate many nearby
metastable states to a given initial structure [46,47]. This is
done by using the unit cell’s shape as a collective variable, but
instead of using molecular dynamics to relax atoms within
the cell, the vibrational modes of the system are used as
a means of providing the evolutionary variation operators.
While metadynamics itself has been developed over a decade
ago [74], the evolutionary approach is still relatively new.

The method proceeds as follows: First, the user provides
a reference structure (ideally the ground-state structure) and
the Gaussian penalty height and width. Then, the vibrational
eigenvectors and corresponding frequencies are solved for,
providing a means to perturb the system, with the magnitude of
the perturbation dependent on the chosen Gaussian height and
width; the underlying idea here is that low activation barriers
are expected to be in the direction of the lowest curvature of
the free-energy landscape (i.e., the softest vibrational modes).
These also serve as the evolutionary variation operators; at
each generation, several structures (determined by the user) are
generated using these perturbations and then partially relaxed.
The best structures in that generation are then fully relaxed and
may be used to produce structures for the next generation via
the same process. Note that if the perturbation was too small,
it relaxes back to a structure similar to the starting structure.
However, if the perturbation was significant enough, it will
relax to a new metastable state. Full details of this method
can be found in the original works [46,47,72]. While we
have also attempted other techniques, we find that combining
USPEX’s evolutionary algorithm with metadynamics and using
constrained variables inspired by the dynamical matrix of
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the ground-state structure provides a particularly efficient
approach to sample many nearby low-energy metastable states.

As with any stochastic method, it is notoriously difficult
to provide an estimate of error bars for the results without
performing a significant amount of further calculations on the
same systems to obtain more statistics. We do find that, within
each generation of the metadynamics run, the energies of all

structures (including those not chosen as the “best”) are within
a few percent of each other and variations are quite small. A
source of larger variations are the random transformations that
the metadynamics technique makes between generations—
their effect can only be judged by repeating the same simulation
many times and letting the metadynamics simulation explore
as much of the phase space as possible.
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