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Stability and conductivity of cation- and anion-substituted LiBH4-based solid-state electrolytes

Zhenpeng Yao,* Soo Kim,† Kyle Michel,‡ Yongsheng Zhang,§ Muratahan Aykol,‖ and Chris Wolverton¶

Department of Materials Science and Engineering, Northwestern University, 2220 Campus Drive, Evanston, Illinois 60208, USA

(Received 18 March 2018; published 19 June 2018)

The high-temperature phase of LiBH4 (HT-LiBH4) exhibits a promisingly high lithium ion conductivity but is
unstable at room temperature. We use density functional theory (DFT) calculations to investigate the stabilization
effect of halogen and alkali cation/anion substitutions on HT-LiBH4 as well the underlying mechanism for the
high lithium ion conductivity. We find that increasing the substituent concentration enhances the stabilization
of HT-LiBH4 (i.e., the DFT energy difference between the low- and high-temperature forms of substituted
LiBH4 is reduced). Cation/anion substitution also leads to a higher Li defect (vacancy, interstitial, and Frenkel)
formation energy, thereby reducing the Li defect (vacancy, interstitial, and Frenkel) concentrations. Using DFT
migration barriers input into kinetic Monte Carlo simulations and the Materials INTerface (MINT) framework, we
calculate the room-temperature lithium ion conductivities for Li(BH4)1−xIx (x = 0.25 and 0.5) and Li1−yKyBH4

(y = 0.25). Our calculations suggest that the lower I concentration leads to a higher lithium ion conductivity of
5.7 × 10−3 S/cm compared with that of Li(BH4)0.5I0.5 (4.2 × 10−5 S/cm) because of the formation of more Li-
related defects. Based on our findings, we suggest that the stabilization of HT-LiBH4-based lithium ion conductors
can be controlled by carefully tuning the cation/anion substituent concentrations to maximize the lithium ionic
conductivities of the specific system.
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I. INTRODUCTION

Lithium-ion batteries (LIBs) have been prominent electro-
chemical energy storage systems over the past two decades, en-
abling the wireless evolution of portable electronic devices [1].
Since the commercialization of LIBs [2], only organic liquid
electrolytes have been used in commercial systems. However,
their use poses a significant safety concern for emerging
applications such as electric vehicles and grid storage because
of the high risk of leakage [3] and flammability [4]. In addition,
dendritic lithium growth over extended cell cycling can lead to
short circuits in LIBs when the organic liquid electrolyte is used
[5]. Some cathode materials also have a tendency to dissolve
in the electrolyte (e.g., Mn ions in LiMn2O4 spinel cathodes),
which can further impair the overall efficiency of LIBs [6].
To circumvent these issues, the replacement of organic liquid
electrolytes with inorganic solid-state electrolytes (SSEs) is
being actively pursued [7]. Various types of crystalline lithium
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conducting SSE materials have been studied to date, including
lithium nitrides [8], lithium hydrides [9–14], perovskite-type
oxides [15], argyrodites [16], garnets [17], NASICON [18],
LISICON [19], and Li10MP2S12 (M = Si, Ge, Sn) [20,21].
Among these candidates, lithium borohydride (LiBH4) shows
interesting potential for battery applications [22] because of
its (i) fast lithium ion conductivity, (ii) low grain boundary
resistance, (iii) negligible electronic conductivity, (iv) high
electrochemical stability (up to ∼5 V versus Li/Li+), and
(iv) high chemical stability against decomposition in contact
with lithium metal and/or graphite-based anode materials.
Previously, LiBH4 has also been extensively studied as a
potential candidate for hydrogen storage applications [23–25].

The low-temperature (LT) phase of LiBH4 (denoted as LT-
LiBH4 in this work) has an orthorhombic Pnma structure and
undergoes a structural phase transition to the hexagonal P 63mc

phase above ∼390 K. The high-temperature (HT) phase of
LiBH4 (denoted as HT-LiBH4 in this work) exhibits high ionic
conductivity on the order of 10−3 S/cm [26] and is an electrical
insulator with a large band gap of ∼6 eV [27], making it highly
promising for use as a SSE in LIBs [28–30]. Previous studies
have also shown that the incorporation of lithium halides (LiX,
where X = Cl, Br, I) into the LiBH4 structure can lead to the
formation of a solid solution [i.e., xLiX(1 − x)LiBH4] over
a wide range of concentrations, which can further reduce the
LT-LiBH4 to HT-LiBH4 phase transition temperature (we refer
to this phenomenon as the “stabilization” of HT-LiBH4 in this
work) [9,31–36]. The substitution of LiI into the LiBH4 struc-
ture not only provides a stabilizing effect but also results in a
very high lithium ion conductivity [9,37–39]. Another effective
strategy to reduce the phase transition temperature of LiBH4

involves substituting Li with other alkali elements such as Na
and K [40,41]. However, the relationship between the lithium
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halide incorporation/alkali metal substitution and the reduction
of the phase transition temperature is not well understood.
Meanwhile, the energetic impact of the incorporations and
substitutions on the lithium ion conductivities in the related
systems need further clarification.

Density functional theory (DFT) calculations can help to
predict new prototype compounds, generate phase diagrams,
calculate electrochemical stability windows, induce defect for-
mation energies, and determine ionic conductivities [42–60],
which can all be used to facilitate the design and improvement
of new lithium-ion conducting materials. In this work, we
report on the stabilization effects (i.e., reduction of the energy
difference between LT- and HT-LiBH4) achieved through
elemental substitutions with alkali metals and halogens using
standard DFT calculations. Additionally, we determined the
defect concentrations and lithium ion conductivities using na-
tive defect formation energy calculations, with the combination
of the nudged elastic band (NEB) method and kinetic Monte
Carlo (KMC) simulations for the targeted systems. Finally,
we analyzed the relations between the ionic conductivity and
stabilization effects that are highly dependent on both the
substituents and their concentrations in LiBH4-based lithium-
ion conducting materials. Our calculations suggest that that
the relatively lower I concentration leads to a higher lithium
ion conductivity of 5.7 × 10−3 S/cm compared with that of
Li(BH4)0.5I0.5 (4.2 × 10−5 S/cm) because of the formation of
more Li-related defects. Based on our findings, we suggest that
the maximum stabilization and lithium ionic conductivities
of a specific system can be achieved by carefully tuning the
cation/anion substituent concentrations.

II. METHODOLOGY

Computational details and structure determination

All the total energies were obtained using DFT calculations
within the Vienna ab initio simulation package (VASP) [61].
We used the PW91 [62] generalized gradient approximation
(GGA) to the exchange-correlation energy with the projector
augmented wave (PAW) [63] method and a plane-wave cutoff
energy of 875 eV based on previous studies [25,64,65].
For the ion-substituted structures of LiBH4, we started with
a supercell of HT P 63mc and LT Pnma phase structures
of LiBH4 containing 16 formula units (96 atoms). For the
cation/anion-substituted LiBH4, we used ENUM [66] to gener-
ate all derivative configurations with various compositions and
substituent concentrations [67]. After relaxation of all these
structures within VASP, we chose the structure with the lowest
DFT energy for further analysis. Defects were introduced in
supercells of HT-LiBH4, Li(BH4)1−xIx (x = 0.25 and 0.5), and
Li1−yKyBH4 (y = 0.25) that contained 96, 80, and 96 atoms
after a series of convergence tests, respectively. For all of these
calculations, we used �-centered k meshes with a density of
8000 k points per reciprocal atom. The atomic coordinates were
relaxed until the total energy converged to within 10−5 eV and
the interatomic forces were below 10−2 eV/Å. The defect for-
mation energies and concentrations were calculated using Eqs.
(S3)–(S10) (see Ref. [68]) considering all the geometrically
different vacancy and interstitial sites [68]. Defect conductivity
calculations were conducted using KMC simulations based on

the NEB [69,70] method and defect energetics [68]. The whole
process is automated with the Materials INTerface (MINT)
package [65,71,72].

III. STABILIZATION OF HT-LIBH4 BY HALOGEN
AND ALKALI METAL SUBSTITUTION

We begin by evaluating the stabilization of the HT-LiBH4

phase via various ionic substitutions with halogen (F, Cl, Br,
and I) and alkali (Na, K) elements. We calculated the DFT en-
ergy differences (�E) between the HT- and LT-LiBH4 phases:
�E = EHT − ELT, where EHT and ELT are the energies of par-
tially substituted HT- and LT-LiBH4 structures, respectively.
Considering that the stabilization effects can further depend
on the substituent concentration, we repeated the calculation
for a series of concentrations: x, y = 0.125, 0.25, and 0.50 in
xLiX(1 − x)LiBH4 and yABH4(1 − y)LiBH4.

Both the anion (F, Cl, Br, I) and cation (Na, K) substitutions
decreased the energy difference between the substituted HT-
and LT-LiBH4 phases, as observed in Fig. 1(a). In addition,
a higher substituent concentration further reduced the energy
difference (i.e., an enhanced stabilization effect). Therefore
all substitutions tend to stabilize the HT-LiBH4 phase while
better stabilization is achieved with higher substitution con-
centration.

We also computed the DFT volumes (per formula unit) of
the cation/anion-substituted HT-LiBH4 structures, as shown in
Fig. 1(b). We found that K+ and I− ions with larger effective
radii (K+: 1.51 Å, I−: 2.06 Å) [73] directly contributed to the
increase of the cell volumes in the substituted LiBH4 structures,
whereas the substitutions of ions with smaller ionic radii (e.g.,
Br−: 1.82 Å and Cl−: 1.67 Å) [73] only had a limited effect
on the final cell volume. Based on the variations among the
predicted cell volumes in Fig. 1(b), we conclude that the size
differences of the substituents exhibit limited influence on the
stabilization effects [38].

In Fig. 1(c), we present the calculated mixing ener-
gies of HT-LiBH4, ABH4 (A = Na, K), and LiX (X =
F, Cl, Br, I) using equation S1-S2. Moderate-sized sub-
stituents (e.g., Br−: 1.82 Å, Cl−: 1.67 Å, Na+: 1.13 Å) [73] led
to a lower mixing energy than those with large ionic radii
(e.g., K+: 1.51 Å, I−: 2.06 Å) [73] or small ionic radii (e.g.,
F−: 1.33 Å) [73] in HT-LiBH4. All the mixing energies calcu-
lated in Fig. 1(c) were negative (except F−, slightly positive:
+15 meV) as predicted for several of them in previous
studies [74–76], which explains the strong tendency of mixing
between HT-LiBH4 and LiX (X = Cl, Br, I) [34] or ABH4 (A =
Na, K) [40] for the wide range of substituent concentrations.
A negative mixing energy (Emix < 0) implies that there could
be stable ordered compounds at 0 K and a positive mixing
energy (Emix > 0) implies the tendency of phase separation.
Small positive or negative mixing energies (–30 meV/atom <

Emix < 30 meV/atom) could be overcome by entropy, and
hence results in a stable solid solution at elevated temperatures.
Relatively large negative mixing energies are observed for
many compositions as shown in Fig. 1(c), which indicates
the possibility of forming mixed-ion ordered compounds
like previously reported LiK(BH4)2 [76]. For further Li+
ion kinetic studies, we selected I- and K-substituted LiBH4
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FIG. 1. (a) DFT energy differences between HT- and LT-LiBH4 phases with and without cation/anion substituents. We tested three different
substituent concentrations for each system. (b) Evolution of the DFT volume (per formula unit) in (1 − x)LiBH4 + x LiX and (1 − y)ABH4 +
y LiBH4 as a function of the substituents and their concentrations. (c) DFT mixing energy between HT-LiBH4 and ground-state phases of LiX
or ABH4.

structures to investigate the effects of halogen and alkali metal
substitutions on the transport properties. Previous studies have
suggested that the Li+ ion conduction is highly dependent on
the concentration of substituents in LiBH4 [11]; therefore, we
simulated two different structures with varying concentrations,
namely, Li(BH4)0.75I0.25 and Li(BH4)0.5I0.5 compounds. For
comparison with the I substitution, we further studied K
substitution, as in Li0.75K0.25BH4.

IV. NATIVE DEFECT CONCENTRATIONS IN HT-LIBH4,
LI(BH4)1−xIx , AND LI1− yK yBH4

To study the point defects in HT-LiBH4 and selected sys-
tems of Li(BH4)0.75X0.25, Li(BH4)0.5X0.5, and Li0.75K0.25BH4,
we considered the following interstitials with the speci-
fied charged states: Li with q = +1, 0,−1; H with q =
+1, 0,−1; H2 with q = 0; and K with q = +1, 0,−1. We also
examined the following vacancies: Li with q = +1, 0,−1; H
with q = +1, 0,−1; B with q = +3,+2,+1, 0,−1,−2,−3;
BHx(x = 1,2,3,4) with q = +1, 0,−1; I with q = +1, 0,−1;
and K with q = +1, 0,−1. Additionally, the Li Frenkel defect
was also examined. For all these defect types, we evaluated the
defect formation energies (Eq. S9) in Ref. [68]) considering

different numbers of geometrical configurations (Table S1 in
Ref. [68]).

Here, we only show the formation energies of Li-related
defects: defect pair (LiInt

+, LiVac
−) and Frenkel defect as

shown in Fig. 2. We define a defect pair (LiInt
+, LiVac

−) as
the concurrent formation of isolated LiInt

+ and LiVac
−, and the

Frenkel defect is the formation of LiInt
+ and LiVac

− which are
close with each other. For HT-LiBH4, both the Li Frenkel defect
and Li defect pair (LiInt

+, LiVac
−) had negative formation

energies: −1.3 and −0.9 eV, respectively (0.92 and 0.53 eV,
respectively, for LT-LiBH4), which indicates energetically
spontaneous Li migrations from their original sites to the
nearby interstitial sites. The instability of the compound with
respect to Li defects is not unexpected since the HT-LiBH4

phase is known to be unstable at room temperature [77,78].
For the I- and K-substituted cases, the Li-related formation
energies are always positive, which indicates that energy is
needed to the move the Li ions to interstitial positions. The
Li sublattice then becomes stable in these two cases and
the substitution stabilization effects are therefore confirmed
by defect energies. The dominant Li defect types with the
lowest formation energies for Li(BH4)0.75I0.25, Li(BH4)0.5I0.5,
and Li0.75K0.25BH4 are the defect pair (0.05 eV), Frenkel
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FIG. 2. Calculated formation energies of Li-related defects in (a) HT-LiBH4, (b) Li(BH4)0.75I0.25, (c) Li(BH4)0.5I0.5, and (d) Li0.75K0.25BH4

as a function of Fermi energy with respect to the valence-band maximum.
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FIG. 3. Li-related defect concentrations in (a) Li(BH4)0.75I0.25, (b) Li(BH4)0.5I0.5, and (c) Li0.75K0.25BH4 as a function of temperature. The
highest defect concentrations at room temperature for these three cases were 10−1, 10−3, and 10−10 per formula unit, respectively.

defect (0.15 eV), and defect pair (0.44 eV), respectively. It
is noteworthy that the Frenkel defect is more favorable in
Li(BH4)0.5I0.5 compared with the formation of individual Li
interstitials and vacancies. With increasing I− concentration
from x = 0.25 to 0.50, the dominant defect formation energy
increased from 0.05 to 0.15 eV, whereas the bulk energy
difference (�E) between HT and LT phases decreased from
48 to 11 meV per formula unit. We therefore conclude from
Fig. 2 that enhanced stabilization is associated with the increase
of the defect formation energies; however, this behavior of
defect energies can decrease the total defect concentration
in the system and therefore impairs its ionic conductivity as
discussed below.

The calculated temperature-dependent native defect
concentrations in Li(BH4)0.75I0.25, Li(BH4)0.5I0.5, and
Li0.75K0.25BH4, which were calculated by solving equations
S8–S10, are presented in Fig. 3. The calculation of defect
concentrations is problematic for HT-LiBH4 because of its
negative defect formation energy. As previously mentioned,

the defect formation energy increase caused by the structural
stabilization with cation/anion substitutions decrease the
room-temperature Li-related defect concentrations. The
concentrations of dominant defects at room temperature
for these three cases [Li(BH4)0.75I0.25, Li(BH4)0.5I0.5, and
Li0.75K0.25BH4] were 10−1, 10−3, and 10−10 per formula unit,
as observed in Fig. 3.

V. LITHIUM ION MASS TRANSPORT
IN LI(BH4)1−xIx AND LI1− yK yBH4

In this section, we present the lithium ion conductivi-
ties calculated for the Li(BH4)0.75I0.25, Li(BH4)0.5I0.5, and
Li0.75K0.25BH4 systems using a combination of the NEB
method and KMC simulations. Spatial lithium ion diffusion
networks of both interstitials and vacancies were built for all
these cases based on all of the interstitial and vacancy sites,
as demonstrated in Fig. 4. Different numbers of diffusion
pathways were considered for the interstitials and vacancies,

FIG. 4. Lithium-ion defect diffusion network: interstitial paths in (a) Li(BH4)0.75I0.25, (b) Li(BH4)0.5I0.5, and (c) Li0.75K0.25BH4 and vacancy
paths in (d) Li(BH4)0.75I0.25, (e) Li(BH4)0.5I0.5, and (f) Li0.75K0.25BH4. The black (silver) lines represent the interstitial (vacancy) lithium-ion
diffusion paths between different defect sites (the numbers in blue). The gold, black, blue, dark grey, light grey, and violet circles represent Li
(and vacancy sites), Li interstitial sites, K, B, H, and I, respectively.
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FIG. 5. (a) Calculated lithium-ion defect diffusivities of Li(BH4)0.75I0.25, Li(BH4)0.5I0.5, and Li0.75K0.25BH4 as a function of temperature.
(b) Calculated lithium-ion defect conductivities of Li(BH4)0.75I0.25, Li(BH4)0.5I0.5, and Li0.75K0.25BH4 as a function of temperature (attempt
frequency ν = 1013). The experimental conductivity profiles were adopted from Refs. [11,38].

and the subsequent energy barriers were examined for all these
pathways (see Table S2 in Ref. [68]).

We report the lowest barriers of 0.14 and 0.25 eV for inter-
stitial and vacancy diffusion, respectively, in Li(BH4)0.75I0.25,
which is consistent with previous work [39]. In the
Li(BH4)0.5I0.5 system, very similar preferred paths were iden-
tified for interstitial and vacancy diffusion with the lowest
barriers of 0.20 and 0.18 eV, respectively. In Li0.75K0.25BH4,
both interstitial and vacancy diffusion were observed to be
difficult, with the lowest barriers of 0.56 and 0.59 eV, re-
spectively. The KMC simulations were also performed at a
series of temperatures for each type of defect using all the
energy barriers obtained. The diffusivity pre-factor D0 and
Q were fitted, and all the diffusivity profiles as a function of
temperature are presented in Fig. 5(a).

At room temperature, the lithium-ion diffusivities in
Li(BH4)0.75I0.25 were 10−7 cm2/s (interstitial mechanism) and
10−8 cm2/s (vacancy mechanism). The corresponding lithium-
ion diffusivities in Li(BH4)0.5I0.5 were ∼10−6 and 10−7 cm2/s,
respectively. For Li0.75K0.25BH4, the lithium-ion diffusion at
room temperature has a calculated diffusivity of 10−12 cm2/s,
not fast enough for SSE applications. Overall, interstitial dif-
fusion is preferred in all the systems, which is speculated to be
the result of the volume expansion and thus enlarged interstitial
diffusion channels caused by the I- or K-substitutions in
LiBH4.

In addition, the conductivities in Fig. 5(b) were calculated
using Eq. (S6) in Ref. [68] and the defect diffusivities and
concentrations previously obtained (by adding the interstitial
and vacancy conductivities). The computed conductivity pro-
files of Li(BH4)1−xIx (x = 0.25, 0.5) in Fig. 5(b) demonstrate
the reasonable agreement with the experimental observations.
The overestimation is reasonable, as we performed the sim-
ulations within a perfect crystal structure (i.e., without any
impurities or grain boundaries), which can further lead to
a decreased experimental Li+ ion conductivity [79]. The
conductivity profile of Li(BH4)0.75I0.25 is much higher than
that of its Li(BH4)0.5I0.5 counterpart with a larger room-
temperature conductivity of 5.7 × 10−3 S/cm (compared with
4.2 × 10−5 S/cm for Li(BH4)0.5I0.5). It is noteworthy that the
trend of the diffusivity profiles was opposite to that of the
conductivity, with easier lithium ion migration observed for

the Li(BH4)0.5I0.5 system in Fig. 5(a). The higher lithium ion
conductivity in Li(BH4)0.75I0.25 can be attributed to its higher
defect concentration because of the lower defect formation
energies and decreased stabilization effects. Therefore the ex-
perimentally observed fluctuations in the conductivity profile
versus concentration [11,38,80] of Li(BH4)1−xIx systems can
be explained by the competing effects between the defect
concentration and Li+ ion mobility caused by the substitutional
effects. We conclude that the stabilization of HT-LiBH4 should
be carefully tuned to permit the formation of a sufficient
amount of defects to facilitate fast lithium ion conduction.

VI. CONCLUSION

In this work, we showed that various cation/anion substitu-
tional effects in HT-LiBH4 (i.e., halogen substitution of F, Cl,
Br, and I at the BH4 site and alkali metal substitution of Na and
K at the Li site) decrease the ground-state energy difference
between the HT phase and the stable ground-state LT phase.
We observed that it was most effective to substitute I− for BH4

or K+ for Li+ to achieve the stabilization of the HT phase at
an equal substituent concentration. A positive relation between
the substituent concentration and energetic stabilization of the
HT phase was found. The moderately sized ions (Br−, I−, and
Na+) lead to a lower mixing energy compared with the sub-
stituents with larger ionic radii (e.g., K+, I−) or smaller ionic
radii (e.g., F−). The calculated mixing energies of HT-LiBH4

and LiX or ABH4 were negative (except F−), which are consis-
tent with the experimentally observed solid-solution formation
for a wide range of substituent concentrations. The stabilization
of HT-LiBH4 increased the defect formation energy, leading
to a lower defect concentration. In Li(BH4)1−xIx , we observed
that a higher I− concentration yielded a higher diffusivity but
with a lower conductivity. The nonmonotonic relation between
the concentration and conductivity is a result of competing
effects between the diffusivity and defect concentration. The
lithium ion conductivity obtained by K substitution at the Li
site was observed to be very low because of the blocking of
the lithium ion diffusion pathway by K ions and the narrow
diffusion channel. We emphasize that the stabilization of a
LiBH4-based lithium ion conductor can be experimentally
optimized by careful selection of cation/anion substituents
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and their concentrations, which can further realize the highest
lithium ion conduction in LiBH4.
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