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Universal description of III-V/Si epitaxial growth processes
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Here, we experimentally and theoretically clarify III-V/Si crystal growth processes. Atomically resolved
microscopy shows that monodomain three-dimensional islands are observed at the early stages of AlSb, AlN, and
GaP epitaxy on Si, independently of misfit. It is also shown that complete III-V/Si wetting cannot be achieved
in most III-V/Si systems. Surface/interface contributions to the free-energy variations are found to be prominent
over strain relief processes. We finally propose a general and unified description of III-V/Si growth processes,
including a description of the formation of antiphase boundaries.

DOI: 10.1103/PhysRevMaterials.2.060401

Integrating monolithically III-V semiconductors on group-
IV ones is often considered as the ultimate step for the coin-
tegration of photonics with electronics, such as lasers, passive
devices, or multijunction solar cells [1,2]. The main issues of
polar on nonpolar epitaxy to overcome were soon identified
in the 1980’s [3,4]. But since the interplay between three-
dimensional (3D) growth modes, strain relaxation, antiphase
domains, and other defects was never clarified, researchers
preferentially developed defect filtering strategies using thick
III-V buffers grown on silicon [5]. Reaching higher photonic
integration levels now requires a deep understanding of the
processes involved at the early stages of III-V/Si heterogeneous
epitaxy.

Summarizing the large literature on the subject is hopeless,
but we would like to emphasize three major physical concepts
about III-V/Si growth that are usually presented as implicit
underlying statements and that are in close relationship with
the present work.

First, the origin of antiphase domain (APD) formation is
commonly attributed to either Si single steps or an incomplete
group-III or group-V initial coverage of the Si surface. This
general picture, described in detail by Kroemer [3], is today
considered as the main motivation for using misoriented Si
substrates, in order to promote bi-step formation, and theoret-
ically hamper the formation of antiphase boundaries.

Second, the origin of the commonly observed 3D island-
ing during III-V/Si growth was frequently ascribed to strain
relaxation processes, for instance, in the case of GaAs on Si
[4,6], since most III-V semiconductors are lattice mismatched
to the silicon. It was also noticed that for mismatched semi-
conductors, significant densities of dislocations are generated
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well before island coalescence. However, 3D islanding was
also already reported in quasi-lattice-matched systems such as
GaP/Si [7].

Finally, III-V/Si interface atomic arrangement was theoreti-
cally addressed on the basis of density functional theory (DFT)
calculations. This was, for instance, discussed in relation to
GaAs/Si [8] or more recently to GaP/Si [9–11]. Highlights
were given on the fact that abrupt III-Si or V-Si interfaces are
not always the most stable configurations, depending on the
group-III/group-V chemical potentials. Indeed, some charge-
compensated interdiffused interfaces following the electron
counting model criteria [12] were found to be remarkably
stable [9,10,13,14].

In this Rapid Communication, we aim to clarify the main
III-V/Si crystal growth processes. From an atomically resolved
microscopy analysis, the morphologies of monodomain III-V
(AlSb, GaP, or AlN) islands at the Si (001 or 111) surfaces
are first established. On the basis of absolute surface/interface
energies calculated by ab initio (DFT) calculations on GaP/Si,
the wetting properties are determined over the full range of the
phosphorus chemical potential. The respective contributions of
the surface/interface and stress relief to free-energy variation
during III-V/Si epitaxy are then compared. We finally describe
the main steps of III-V/Si heteroepitaxy and the formation of
antiphase domains.

3D islanding is first investigated through three different III-
V semiconductor materials because they allow one to span the
initial epitaxial stress from compressive (AlSb/Si) to tensile
(AlN/Si) through near zero (GaP/Si).

In Fig. 1(a), the scanning transmission electron microscopy
(STEM) energy-dispersive x-ray spectroscopy (EDX) images
are given for AlSb/Si-6°-off islands (5 nm), buried in a GaSb
matrix, with corresponding Ga and Al contrasts. A high-
resolution TEM image of the interfacial misfit dislocation
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FIG. 1. 3D islanding in various III-V/Si material systems. (a) Cross-sectional STEM-EDX image of GaSb/AlSb layers grown on Si(001)-
6°-off, showing the Ga and Al concentrations, and high-resolution STEM imaging of the AlSb/Si interface; dislocations are surrounded.
(b) Plan-view STM imaging of a 3-nm-thick GaP deposition on Si(001)-6°-off (100 × 100 nm2; vertical color scale: 0–5.1 nm). The 20 × 20 nm2

inset shows the atomically resolved morphology of the individual island marked with a black cross, with {136} facets and an antiphase boundary.
STM image was differentiated to enhance atomic contrasts. (c) Cross-sectional high-resolution TEM image of a 2-nm-thick AlN deposition on
Si(111).

network is also given. Figure 1(b) displays the scanning
tunneling microscopy (STM) in-plane image of a 3-nm GaP/Si-
6°-off deposition, a very early stage of growth, as compared
to previous studies [15,16]. The inset shows the atomically
resolved typical morphology of one individual island at the
surface, where {136} facets can unambiguously be identified
[17], together with a trench that shows the emergence of
an antiphase boundary. Figure 1(c) shows the cross-sectional
high-resolution TEM image of 2-nm AlN/Si(111) deposition.
Experimental details on growth and microscopy are given in
the Supplemental Material [18].

From these experiments, some important conclusions can
already be made. First, in the various experiments performed
on the three material systems, 3D islands were always ob-
served, and the presence of a wetting layer was not clearly or
systematically evidenced [see Figs. 1(a) and 1(c), for instance],
which confirms the partial wetting of III-V on Si, i.e., the
Volmer-Weber growth mode, independently of the strain state
[6,7]. We believe that this is a general behavior of III-V/Si het-
eroepitaxial systems even when alternated growth techniques
are used [18,19]. We will strengthen this assumption later
on. Finally, the III-V/Si Volmer-Weber growth mode does not
a priori hamper the Si surface to be terminated with a single
monoatomic layer of group-III, group-V, or another element
rising from the epitaxial reactor background. The impact of
such a passivating layer will be discussed later.

It is also remarkable that in both AlSb and AlN material
systems, the misfit is so large that the III-V material relaxes
very rapidly. Even if the relaxation process is not similar in
Sb- and N-based materials, complete strain relief is nearly
achieved at only 1 nm of the interface. Figure 1(a) also
illustrates that the island size is much larger than the typical
distances between dislocations. It was already reported that
dislocations appear well before the islands coalesce [6], and we
note that the observed islands are nearly perfectly faceted well
after crystal plastic relaxation. This suggests that the elastic
relaxation of strain [20] is not contributing significantly to the
energy balance of individual islands. Here, we conclude that

surface/interface energies play a crucial role in III-V/Si 3D
islanding.

The last important conclusion that can be drawn from the
experiments is the monodomain character of the observed
single islands. In Fig. 1(b), most of the individual grains have a
homogeneous morphology. The largest homogeneous islands
(without APDs) are likely a consequence of smaller islands
coalescing. Neighboring smaller islands are also visible, with
a clear separation between them that seems to hamper the
coalescence [shown with the green dashed line in the inset of
Fig. 1(b)]. The atomic structure of one individual island shown
in the inset of Fig. 1(b) evidences the monodomain character
of the island and the presence of {136} facets. Therefore, from
cross-sectional TEM and plan-view STM experiments it is
clear that individual III-V/Si islands remain monodomains.
This observation is in agreement with the work of Akahane
et al. [21] where individual AlSb or GaSb islands on Si were ob-
served. The anisotropy of individual islands was demonstrated
along either the [110] or the [11̄0] silicon crystallographic axis,
demonstrating the monodomain character of the single islands,
and the overall bidomain distribution of the island population.
The size of the islands presented in Figs. 1(a) and 1(b) is also in-
teresting. Both GaP and AlSb epilayers were grown on Si(001)-
6°-off substrates, where atomic (biatomic) steps are separated
on average by 1.29 (2.58) nm. Monodomain islands are signifi-
cantly larger (≈10 nm), which contradicts the usual correlation
made between monoatomic Si steps and APB formation [3].

To complete the picture, we note that the average spacing
between islands (10 nm) in Fig. 1(b) corresponds well to
the APD correlation length measured on the thicker epilayers
grown under the same conditions (8–12 nm) [22]. Finally, the
impact on the structural quality of III-V/Si epilayers by III-V
islands coalescing on them was highlighted [7,23].

In a first and general description, the III-V/Si wetting
properties can be examined within the Young-Dupré spreading
parameter � [24],

� = γ S
(Si) − γ S

(III−V) − γ i
(III−V/Si), (1)
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TABLE I. GaP and Si surface and interface energies computed by
DFT.

Energy (meV/Å²)

Surface/interface Details Reconstruction P-rich Ga-rich

Si(001) Flat c(2×4) 92.8
Si(001) DB step p(2×2) 89.3
Si(001) SB step p(2×2) 89.2
Si(001) SA step c(2×4) 87.1
GaP(001) P-rich (2×4) 57.4 72.4
GaP(001) Ga-rich (2×4)-md 82.8 52.9
GaP(136) Type A (1×1) 52.9 62.7
GaP(136) Type B (1×1) 66.8 57.1
GaP-Si Abrupt Ga-Si (1×1) 72.0 40.8
GaP-Si Abrupt P-Si (1×1) 29.7 60.9

where γ S
(III−V) and γ S

(Si) are the surface energies of the most sta-
ble III-V facet that would be involved in the two-dimensional
(2D) growth on the substrate and of the silicon surface, respec-
tively, and γ i

(III−V/Si) is the interface energy between the III-V
semiconductor and the Si. A positive value of � corresponds to
perfect wetting conditions, while a negative value corresponds
to partial wetting, i.e., a Volmer-Weber growth, or perfect
nonwetting conditions. However, the evaluation of � requires
the accurate determination of surface and interface energies,
which is done for GaP in this work.

To this aim, different absolute surfaces and interface en-
ergies of interest were computed via DFT calculations (see
the Supplemental Material [18]). The silicon surface energy
was already widely discussed [25–27]. Silicon surfaces with
or without steps have been considered in this work, and we
find that the presence of steps at the silicon surface (at least for
a miscut below or equal to 6°) does not significantly change
the silicon surface energy range (87–93 meV/Å²). For GaP,
the situation is different, as the surface energies depend on
the reconstruction of the facet, on the chemical potential,
and therefore on the growth conditions used (P or Ga rich).
Calculations show that the {136} surface energies of GaP are
in the same range as the {001} ones, as already found for
GaAs [28]. Finally, abrupt Ga-Si or P-Si (001) GaP/Si interface
energies also depend on the chemical potential [9,10]. In a first
approximation, we do not consider the charge-compensated
interfaces that may further stabilize the interface [10]. The
results obtained are summarized in Table I.

The spreading parameter � is then plotted in Fig. 2(a)
as a function of the phosphorus chemical potential variation
�μP = μP − μP−bulk

P (μP is the chemical potential of P atoms,
and μP−bulk

P is the chemical potential of P atoms in black
phosphorus; see details in Ref. [18]), where the right (left)
side corresponds to P-rich (Ga-rich) limit conditions [9].

The calculation is presented both for the P-Si and the Ga-Si
abrupt interfaces, with a DB-stepped Si surface. The most
stable {001} surface reconstruction was always considered
at a given value of the chemical potential, explaining the
slope variation of �. Regardless of the chemical potential
and the interface, � remains negative, indicating partial wet-
ting conditions, even if in extreme P-rich conditions with a
P-Si abrupt interface, the accuracy of the DFT calculation

FIG. 2. (a) Spreading parameter vs the chemical potential vari-
ation for the deposition of GaP/Si, with P-Si and Ga-Si abrupt
interfaces. (b) Spreading parameter vs substrate surface energy in
P- and Ga-rich conditions with a Ga-Si interface. (c) Sketch of
the 2D (strained) and 3D (elastically relaxed) GaP islands on Si.
(d) The different contributions (�Fμ, �FS&i, �Fe) to the free-energy
variation for 3D and 2D GaP/Si islands with a Ga-Si interface.

does not allow one to conclude unambiguously on the sign
of � in this very narrow window. Considering that most
III-V semiconductors have the same surface energy orders of
magnitude, this conclusion (partial wetting conditions) can be
extended to most III-V semiconductors deposited on Si. In
the following, the abrupt Ga-Si interface will be chosen for
illustration.

In Fig. 2(b), the spreading parameter is plotted as a function
of the substrate surface energy in P- and Ga-rich conditions.
� increases with the substrate surface energy, as expected
by definition. In the same plot we are also report typical
surface energy ranges of some commonly used starting Si
surfaces (passivated or unpassivated) already considered in the
literature, such as Si(001), Si(111), SiH2, SiAs, SiP, or SiO2

(e.g., Refs. [29] or [30]). Here, SiX stands for the X-terminated
Si surface. The vertical positioning of the different SiX surfaces
has no physical meaning. The impact of surface pretreatment
or orientation on interface energy is not taken into account. We
here conclude that any Si surface pretreatment or passivation
will tend to stabilize the highly reactive nude Si surface, and
thus favor partial wetting conditions, strongly reducing the
hope to reach complete III-V/Si wetting conditions in real
epitaxial chambers where the passivation can be intentional
or nonintentional.

To complete the picture at the submonolayer scale, and
evaluate the relative contributions of stress relaxation and
surface/interface energies, we now compare two different situ-
ations: a strained 2D GaP island (with a one monolayer height,
growing laterally) and an elastically relaxed 3D truncated
pyramidal GaP island in its Wulf-Kaishew equilibrium shape
growing in an homothetic way on the silicon substrate, as
depicted in Fig. 2(c). A careful STM image analysis has
been performed on the data of Fig. 1(b), which gives an
average island height of 2.5 nm, and an average diameter of

060401-3



I. LUCCI et al. PHYSICAL REVIEW MATERIALS 2, 060401(R) (2018)

11 nm, which leads to an average (miscut included) island
contact angle of 27.04°. Among the different stable facets
observed with GaP or GaAs materials that are mainly lying
around the {001}, {111}, {136}, and {114}ones [17,28], the
measured contact angle can only correspond to the {136} ones
(theoretical contact angle of 27.8°). We therefore model the
GaP 3D islands by truncated pyramidal structures composed
of facets with an angle α = 27.8◦, having the surface energy of
{136} facets. As explained in the Supplemental Material [18],
the surface energy of this facet is taken from the {2511} one as
it is the most stable configuration, and respecting the electron
counting model.

The pyramid has a square basis (length b1), a {001} facet
on top (length b2), and grows in a homothetic way during the
initiation steps. Truncated pyramid islands are chosen at their
equilibrium shape determined by the Wulf-Kaishew theorem
[31]. From the surface energies determined in Table I, in
P-rich conditions, b2/b1 = 0.05, while in Ga-rich conditions,
b2/b1 = 0.60. For the modeling of the 2D GaP island on Si,
we model the top surface by a conventional {001} facet and
keep a one monolayer height thickness; the 2D island is only
growing laterally. The edge energy is neglected, which gives a
lower limit estimated around 103 for the total number of atoms
composing the island.

The total free-energy variation during the GaP/Si growth is
then calculated for the different 2D or 3D island configurations
by using [31]

�FTOT = �Fμ + �Fe + �FS&i. (2)

It corresponds to the difference of free energy between an
initial thermodynamic state with a total atom number N related
to the sum of Ga and P atoms in a vapor reservoir together with
a nude Si substrate, and a final state where the GaP crystal is
formed on the Si. The first term is the chemical work needed
to form the bulk crystal from an infinite reservoir.

For the molecular beam epitaxy of GaP using a P2 source,
it becomes

�Fμ = NkBT ln

(
PGa

(
PP2

)1/2

PGa−∞
(
PP2−∞

)1/2

)
, (3)

where T is the growth temperature, N the number of condensed
atoms, PX the partial pressure of species X, PX−∞ the sat-
uration partial pressure of species X, and kB the Boltzmann
constant. While T and PX are extracted directly from growth
conditions, the saturation pressures have been precisely cali-
brated in Ref. [32] (Sec. 2.5.4) for GaP. The second term is
associated with the elastic energy stored and is defined as

�Fe = RF0m
2V = R�F 2D

e , (4)

where m is the epitaxial misfit between the deposited material
and the substrate, V the volume of the deposited crystal, F0 a
combination of the elastic coefficients Cij , and R the relaxation
energy factor [31]. �F 2D

e is the elastic energy of a biaxially
strained 2D layer [31]. Here, we take R = 1 for the 2D GaP
island growing on Si, and R = 0.7 for the free elastic energy
variation �Fe-3D of the 3D GaP island [33]. Finally, for a
cubic crystal stressed in a (001) plane, F0 is expressed as

(C11 + C12 − 2 C2
12

C11
).

The third term corresponds to the formation of surfaces and
interfaces, which is rewritten in the present case,

�FS&i =
∑

j

γ S
(III−V),j S(III−V),j

+ S(III−V/Si)
(
γ i

(III−V/Si) − γ S
(Si)

)
, (5)

where γ S
(III−V),j and γ S

(Si) are the surface energies of the j th
III-V facet and of the silicon surface, respectively, γ i

(III−V/Si) is
the interface energy between the III-V semiconductor and the
Si, S(III−V),j the surface of the j th III-V facet, and S(III−V/Si) the
contact surface between the III-V and the Si. In this work, we
neglect the vibrational contribution to the free energy, which
is not expected to impact the main conclusions [34].

The −�Fμ, �Fe, and �FS&i are plotted in Fig. 2(d) for both
Ga- and P-rich conditions, and for the two types of islands, as
a function of an increasing number of atoms. The energy gain
provided by the crystal formation �Fμ is partly counterbal-
anced by both �Fe and �FS&i, the elastic and surface/interface
contributions. A first conclusion that can be drawn is that,
regardless of the phosphorus chemical potential, surface and
interface energies always make a larger contribution to the
energy variation than the elastic energy contribution. We also
see that the contribution of the elastic energy is so weak that the
relaxation of strain has no impact on the island morphology,
which is thus mainly defined by surface/interface competition
[18]. Here, we note that R depends on the island shape.
The energy gain provided by the transition of an equilibrium
Wulff-Kaishew island (R = 0.7) and a similar nontruncated
island (R = 0.6) is not sufficient to compensate the increase
in the corresponding surface energy. This also applies for
an island with {111} facets, where R = 0.3. Therefore, the
gain provided by elastic relaxation is always several orders
of magnitude lower than the corresponding surface/interface
energy cost and therefore will not have any influence on the
island shape. We finally evidence that, at a small deposited
number of atoms, 2D islands may be more stable than 3D ones.
A precise description of this process would, however, require
taking into account edge energies, which is beyond the scope
of this Rapid Communication.

The importance of elasticity can be also discussed for other
III-V semiconductors. For instance, the maximization of elastic
energy in AlSb assuming a biaxial stress with R = 0.005 leads
to �Fe ≈ 7.5 × 102 eV for 106 atoms. This remains lower than
typical surface/interface free-energy variations. In addition, a
significant contribution of misfit dislocations to the interface
energies is also expected for mismatched systems. In the
intermediate case of GaAs, where the relaxation occurs after
some monolayers, elastic energy is expected to more seriously
impact the island shape before relaxation occurs [31]. In any
case, after plastic relaxation, surface and interface energy
competition is clearly the most important contribution to the
free-energy variation, and has a prominent role in defining the
shape of the initial III-V/Si islands.

From these experimental and theoretical findings, it be-
comes clear that the physics of III-V/Si epitaxial growth is
driven by the competition between III-V surface energies, Si
surface energies, and the III-V/Si interface energy. The main
growth steps can be then derived and are represented in Fig. 3.
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FIG. 3. Description of the proposed III-V/Si Growth steps, with
(a) the 35 × 35 nm2 STM image of a stepped starting Si surface. The Si
surface is then covered (b) at least partially with a 2D passivation layer.
Nucleation starts (c) with local epitaxial relationships and crystal
polarity. Some stable islands then grow (d), independently of Si steps.
If two islands of the same phase coalesce (e), they will form a larger
island. If two islands having different phases coalesce (f), antiphase
boundaries will appear.

Step (i): A thermal pretreatment of the Si surface possibly
allows organizing Si steps [in monoatomic or biatomic layers
for (001) substrates], giving rise to a monodomain or bidomain
distribution at the Si surface. A 35 × 35 nm² STM image of a
Si(001)-6°-off surface is provided for a realistic illustration in
Fig. 3(a), but the same process occurs on Si(111).

Step (ii): The very reactive silicon surface is covered with a
2D complete or incomplete passivating layer [Fig. 3(b)]. This
can be accomplished intentionally with hydrogen, for instance,
in chemical vapor deposition reactors, or unintentionally with
growth chamber residual atmosphere exposure, group-V initial
exposure such as Si-As, Si-N, Si-Sb, or Si-P, or group-III initial
exposure. This lowers the Si surface energy [see Fig. 2(b)], and
promotes partial wetting conditions.

Step (iii): The nucleation starts and forms 2D or 3D small
nuclei that can appear and disappear. This step is kinetically
driven. The crystal polarity (we will use A and B to distinguish
the two possible phases) of each nucleus is defined locally with
respect to the silicon surface local orientation [Fig. 3(c)].

Step (iv): Stable 3D islands are formed and grow [Fig. 3(d)].
The epitaxial relationship and (if necessary) dislocation net-
work (including tilt, twist) are determined locally. Each island
is monophase, because the energy cost to form an antiphase
boundary is too large. Consequently, once an island is stable,
its polarity is preserved during its subsequent growth by

an adaptation of the charge-compensated interface structure,
regardless of the nature of the steps at the surface. The
density of such stable islands directly defines the subsequent
density/size of APDs. This density is fully determined by the
kinetics of nucleation [35], mainly imposed by the migration of
group-III atoms, i.e., growth temperature, nature of group-III
atoms used, V/III ratio, but also the vicinality used (numbers of
steps at the surface), and the nature of the passivation layer at
the Si surface. The comparison between Al and Ga group-III
atoms in Ref. [21] perfectly illustrates this point. Indeed, a
higher density of stable islands is obtained for AlSb/Si as
compared to GaSb/Si, because the Al adatom diffusion length
is known to be significantly lower than the one of Ga. Kinetics
also explains why APDs observed in the literature are usually
larger (i.e., lower density) on nominal substrates than on vicinal
ones, due to the Ehrlich-Schwoebel barrier at the step edges
during the diffusion processes.

Step (v): Islands cover a large part of the Si surface, and
coalescence occurs. If the two islands have the same phase,
homophase coalescence leads to the formation of a larger
island [Fig. 3(e)]. In this process, different tilt, twist, and
dislocation network structures within individual islands may
impact the structural quality of the coalesced island. If the
two islands have different phases, heterophase coalescence
necessarily leads, in addition to all the previous structural
considerations, to the formation of an antiphase boundary
[Fig. 3(b)]. The generation of APDs in III-V/Si epilayers is
therefore not governed by the areal density of the monoatomic
steps, as is usually suggested [3].

Overall, we finally conclude that most of the structural de-
fects usually formed during III-V/Si epitaxy (twist, tilt, imper-
fect dislocation networks, or APDs) fundamentally originate
from the partial wetting of III-V semiconductors on silicon,
without a significant impact of elasticity. This generalized
description of III-V/Si growth processes opens different routes
to deeply cointegrate photonics and electronics.
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