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Thermal expansion in dispersion-bound molecular crystals

Hsin-Yu Ko,1 Robert A. DiStasio, Jr.,2 Biswajit Santra,1 and Roberto Car1,3,*

1Department of Chemistry, Princeton University, Princeton, New Jersey 08544, USA
2Department of Chemistry and Chemical Biology, Cornell University, New York 14853, USA

3Department of Physics, Princeton University, Princeton, New Jersey 08544, USA

(Received 2 March 2018; published 18 May 2018)

We explore how anharmonicity, nuclear quantum effects (NQE), many-body dispersion interactions, and Pauli
repulsion influence thermal properties of dispersion-bound molecular crystals. Accounting for anharmonicity with
ab initio molecular dynamics yields cell parameters accurate to within 2% of experiment for a set of pyridinelike
molecular crystals at finite temperatures and pressures. From the experimental thermal expansion curve, we find
that pyridine-I has a Debye temperature just above its melting point, indicating sizable NQE across the entire
crystalline range of stability. We find that NQE lead to a substantial volume increase in pyridine-I (≈40% more
than classical thermal expansion at 153 K) and attribute this to intermolecular Pauli repulsion promoted by
intramolecular quantum fluctuations. When predicting delicate properties such as the thermal expansivity, we
show that many-body dispersion interactions and more sophisticated density functional approximations improve
the accuracy of the theoretical model.
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I. INTRODUCTION

Molecular crystals are versatile materials with widespread
use across many fields [1,2], including pharmaceuticals [3],
explosives [4], and nonlinear optics [5]. In these cases, prop-
erties such as biological activity of a drug, energy density of
an explosive, and optical response of a nonlinear medium are
all governed by the underlying structures of the molecular
crystals and their (often numerous) polymorphs. This stresses
the need for accurate and reliable theoretical methods for
crystal structure prediction (CSP) [2,6], which not only provide
key physical insight into such structure-property relationships,
but also offer the promise of rational design of molecular
crystals with novel and targeted properties [7].

Despite the fact that all real-world solid-state applications
occur at finite temperatures (T ) and pressures (p), most CSP
methods focus on determining structural properties (e.g., lat-
tice parameters and cell volumes) at 0 K. While such athermal
predictions can be accurate for covalent and ionic solids, this
approach is unlikely to provide quantitative structural informa-
tion for noncovalently bound systems such as molecular crys-
tals, which often have large thermal expansivities originating
from relatively weak and highly anharmonic intermolecular
forces. For example, the volume of the benzene molecular
crystal increases by 2.7% from 4 to 138 K [8,9], while thermal
effects in Si are at least one order of magnitude smaller at
similar temperatures [10].

To predict how finite T and p influence structural properties
in molecular crystals, one can utilize ab initio molecular
dynamics (AIMD) [11] in the isobaric-isothermal (NpT )
ensemble. In this technique, the quality of the predicted
structures/properties is governed by the accuracy of the
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theoretical descriptions for the electrons and nuclei. With a
quite favorable ratio of cost to accuracy, density functional
theory (DFT) [12,13] based on the generalized-gradient ap-
proximation (GGA) is often used to treat the electrons and has
become the de facto standard in first-principles simulations of
condensed-phase systems in chemistry, physics, and materials
science. Despite this widespread success, semilocal function-
als cannot account for long-range dispersion or van der Waals
(vdW) interactions, which are crucial for even qualitatively de-
scribing noncovalently bound molecular crystals [14]. GGA-
based functionals also suffer from spurious self-interaction
error (SIE) [15,16], which leads to excessive delocalization
of the molecular orbitals and charge densities. To account for
nonbonded interactions, various corrections have been incor-
porated into DFT [17–20], ranging from effective pairwise
models [21–24] and approaches that account for many-
body dispersion interactions [25–29] to nonlocal functionals
[30–32]. To ameliorate the SIE, hybrid functionals [33] in-
corporate a fraction of exact exchange in the DFT potential.
Beyond the choice of functional, most AIMD simulations
employ classical mechanics for the nuclear motion and neglect
the quantum mechanical nature of the nuclei as they sample the
potential energy surface (PES). Such nuclear quantum effects
(NQE), e.g., zero-point motion, can be accounted for using the
Feynman path-integral (PI) approach [34–39].

In this work, we explore how anharmonicity, nuclear
quantum fluctuations, many-body dispersion interactions, and
Pauli repulsion influence structural and thermal properties in
dispersion-bound molecular crystals at different thermody-
namic conditions. As a first step, we investigate the influence
of anharmonicity on the structural properties in a set of
pyridinelike molecular crystals (PLMCs), comprised of the
following N-heterocyclic aromatic compounds: pyridine (two
polymorphs) [40,41], pyrrole [42], pyridazine (two different
thermodynamic conditions) [43], and bipyridine [44] (Fig. 1).
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FIG. 1. Predicted cell volumes (Vpred) from VC optimizations and
AIMD simulations using PBE + vdWTS

SC for the PLMC set. Errors are
defined with respect to experiment (Vexpt) at the indicated thermo-
dynamic conditions as Verr = (Vpred − Vexpt)/Vexpt. Inset: Overlay of
predicted (blue) and experimental (red) [40] pyridine-I structures.

These molecules are pervasive throughout chemistry, biology,
and agriculture [45] as common ligands and solvents, pharma-
cophores, and herbicide precursors. To quantify this influence
on the PLMC cell parameters under experimental conditions
(Texpt, pexpt), we performed variable-cell (VC) optimizations
at (0 K, pexpt) and NpT -based AIMD simulations at (Texpt,
pexpt).

II. COMPUTATIONAL METHODS

For this study we employed the Perdew-Burke-Ernzerhof
(PBE) GGA-based exchange-correlation (XC) functional [46]
in conjunction with a fully self-consistent (SC) implemen-
tation [24,47] of the Tkatchenko-Scheffler (TS) dispersion
correction [22], denoted by PBE + vdWTS

SC throughout. The
vdWTS method is an effective pairwise (C6/R

6) approach
wherein all atomic parameters (e.g., dipole polarizabilities,
vdW radii, and dispersion coefficients) are functionals of
the electron density. This approach accounts for the unique
chemical environment surrounding each atom and yields in-
teratomic C6 coefficients accurate to ≈5% [19,22]. When
compared with low-T experiments, VC optimizations with
PBE + vdWTS predict lattice parameters to ≈2% in crystals
containing small organic molecules like ammonia, benzene,
urea, and naphthalene [48–50]. In the SC implementation,
nonlocal correlation effects are accounted for in the charge
density via the dispersion contribution to the XC potential.
Evaluation of the PBE + vdWTS

SC energy and forces ensures
appropriate energy conservation during AIMD [47] and can
significantly affect binding energies in highly polarizable
molecules and materials as well as coinage-metal work

functions [24]. The Car-Parrinello molecular dynamics
(CPMD) [51] approach was used for all NpT simulations in
conjunction with massive Nosé-Hoover thermostat chains [52]
and the Parrinello-Rahman barostat [53]. All VC optimizations
and CPMD simulations (for � 10 ps) were performed using
QUANTUM ESPRESSO (QE) [54,55] at a constant (plane-wave)
kinetic energy cutoff following Bernasconi et al. [56] to avoid
Pulay-like stress from cell fluctuations. Additional computa-
tional details can be found in the Supplemental Material [57].

III. RESULTS AND DISCUSSION

Figure 1 compares the predicted volumes from VC op-
timizations and AIMD simulations with experiment, clearly
demonstrating that anharmonicity effects are indeed non-
negligible in determining this structural property. VC optimiza-
tions always underestimate this quantity and the inclusion of
anharmonicity via NpT -based AIMD systematically reduces
the mean absolute error (MAE) from 4.7% to 1.2% in the
predicted volumes. In fact, the influence of anharmonicity can
be quite substantial in the PLMC set, as evidenced by the 6.4%
change in Verr for pyridazine at (295 K, 2.7 kbar). We note that
the extent to which anharmonicity will influence cell volume
expansion depends on a complex interplay between pexpt and
the cohesive forces at work in the crystal (which act together to
suppress expansion) and Texpt (which provides thermal energy
for PES exploration).

AIMD simulations also yield PLMC lattice parameters
that agree remarkably well with experiment (Table I). By
accounting for anharmonicity, AIMD systematically reduce
the MAE in the predicted lattice parameters from 2.0% to
1.3% with respect to experiment. VC optimizations tend to
underestimate PLMC lattice parameters; however, this trend
does not always hold as evidenced by the slight negative linear
thermal expansion observed along the c axis in pyridine-II. This
predicted effect is consistent with the experimental data [41]
and reproduces the reference lattice parameter with extremely
high fidelity. By considering the lattice parameter fluctuations
throughout the AIMD trajectory, we found that the c axis
was not the softest (most flexible) dimension in pyridine-
II, hence the apparent negative linear thermal expansion in
this molecular crystal has a distinctly different origin than
that of methanol monohydrate [58]. Since this effect is also
observed during GGA-based AIMD (which do not account
for dispersion interactions), this phenomenon is most likely
electrostatic in nature for pyridine-II. In addition, the structure
and orientation of the individual molecules inside the PLMC
unit cells are also well described by AIMD with PBE + vdWTS

SC
(Fig. 1 and Fig. S1 [57]), with associated root-mean-square
deviations (RMSD) of 0.17 Å across this set of dispersion-
bound molecular crystals.

Based on these findings, we conclude that structural pre-
dictions are significantly improved when anharmonicity is
accounted for via NpT -based AIMD simulations, yielding
finite-temperature structural properties in dispersion-bound
molecular crystals that are within 2% of experiment. However,
the results reported herein still systematically underestimate
the experimental PLMC cell volumes. For more accurate and
reliable predictions, we find that NQE (such as zero-point
fluctuations), many-body dispersion interactions, and Pauli
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TABLE I. Predicted and experimental structural properties for the PLMC set. All simulations were performed using PBE + vdWTS
SC and the

numbers in parentheses denote uncertainties in the predicted values. Orthorhombic symmetry was enforced throughout the VC optimizations
and AIMD simulations on pyridine-I, pyridine-II, and pyrrole. For all other molecular crystals (as well as the PI-AIMD simulation of pyridine-I)
the full cell tensors were allowed to fluctuate. The number of molecules per unit cell and the chosen simulation supercell sizes are also listed
along with the RMSD of the atomic positions with respect to experiment.

System Method Supercell a (Å) b (Å) c (Å) α (deg) β (deg) γ (deg) V (Å3) Verr (%) RMSD (Å)

VC (0 K, 1 bar) 1×1×1 17.25 8.88 11.14 90 90 90 1712 −4.0 0.20
Pyridine-I AIMD (153 K, 1 bar) 1×1×1 17.43(3) 8.92(2) 11.31(5) 90 90 90 1767(2) −0.9(1) 0.14
(16 molec) PI-AIMD (153 K, 1 bar) 1×1×1 17.51(4) 8.95(3) 11.44(6) 90.0(1) 89.5(3) 90.02(7) 1789(2) +0.3(1) 0.13

Expt. [40] – 17.52 8.97 11.35 90 90 90 1784 – –

Pyridine-II VC (0 K, 11 kbar) 2×2×1 5.33 6.56 11.30 90 90 90 396.0 −4.3 0.19
(4 molec) AIMD (298 K, 11 kbar) 2×2×1 5.46(1) 6.72(4) 11.23(5) 90 90 90 412.8(5) −0.4(1) 0.10

Expt. [41] – 5.40 6.80 11.23 90 90 90 414.0 – –

Pyrrole VC (0 K, 1 bar) 2×1×3 7.23 10.10 4.96 90 90 90 361.9 −4.8 0.21
(4 molec) AIMD (103 K, 1 bar) 2×1×3 7.35(2) 10.19(1) 4.99(1) 90 90 90 372.8(3) −1.99(7) 0.18

Expt. [42] – 7.29 10.29 5.07 90 90 90 380.2 – –

Pyridazine VC (0 K, 2.7 kbar) 3×1×1 3.675 10.62 9.70 90.1 91.4 90.0 378.4 −8.2 0.26
(4 molec) AIMD (295 K, 2.7 kbar) 3×1×1 3.809(5) 10.86(2) 9.83(1) 90.0(1) 90.6(3) 90.1(2) 405.1(5) −1.7(1) 0.21

Expt. [43] – 3.843 10.96 9.78 90.0 91.1 90.0 412.0 – –

Pyridazine VC (0 K, 6.1 kbar) 3×1×1 3.643 10.53 9.68 90.2 90.8 90.0 370.4 −4.3 0.20
(4 molec) AIMD (295 K, 6.1 kbar) 3×1×1 3.735(6) 10.76(3) 9.79(2) 89.9(2) 90.5(4) 89.9(2) 391.9(5) 1.3(1) 0.24

Expt. [43] – 3.719 10.75 9.68 90.0 91.5 90.0 386.9 – –

Bipyridine VC (0 K, 1 bar) 2×2×1 5.529 5.98 11.58 90.00 96.46 90.00 380.7 −2.6 0.18
(2 molec) AIMD (123 K, 1 bar) 2×2×1 5.576(6) 5.99(1) 11.67(2) 90.01(5) 95.91(9) 90.07(9) 387.6(4) −0.9(1) 0.15

Expt. [44] – 5.486 6.17 11.61 90.00 95.28 90.00 391.0 – –

repulsion all have a non-negligible influence over the structural
and thermal properties of dispersion-bound molecular crystals.
To demonstrate this, we now focus our attention on a detailed
case study of the pyridine-I polymorph.

While AIMD simulations are able to furnish accurate
structural properties for the PLMCs across a range of thermo-
dynamic conditions, the shape of the thermal expansion curve
for deuterated pyridine-I from neutron powder diffraction
experiments [41] significantly differs from our theoretical
predictions (Fig. 2). In this regard, the predicted V (T ) curve
is linear across the entire T range considered (i.e., 12–153 K
at pexpt = 1 bar), reflecting the use of classical mechanics for
the nuclear motion. The experimental curve, on the other hand,
shows nonlinear behavior in this T interval, with significant de-
viations from linearity at low temperatures, i.e., for T � 50 K.
This observation strongly indicates that NQE (in particular
zero-point motion) play a non-negligible role in governing
the structural and thermal properties of this dispersion-bound
molecular crystal.

To gain further insight into the thermal expansion behavior
in this system, we utilize the Debye model, which is an isotropic
acoustic approximation for the phonons in a solid. Within this
framework, V (T ) can be derived from the corresponding Gibbs
free energy (at a given p) as [57]

V (T ) = V (0) +
[

3NkB

�′
D

�D

D
(

�D

T

)]
T , (1)

in which V (0) is the cell volume at 0 K, N is the number
of atoms, �D = �D(p) is the Debye temperature, �′

D =
d�D(p)/dp is the pressure derivative of �D (which accounts
for anharmonicity in the underlying PES), and D(·) is the

Debye function [59]. Quite interestingly, we find that the
experimental thermal expansion curve for C5D5N can be fit
rather well with Eq. (1), as shown by the purple line in
Fig. 2 (and Fig. S2 [57]). A similarly good fit using the
Debye interpolation formula was obtained for the methanol
monohydrate molecular crystal [58]. The validity of the Debye
model for thermal expansion in pyridine-I is further supported
by the physical value for the Debye temperature obtained from
the fit, namely, �D = 235(5) K. This corresponds to an average
sound velocity of 1710 m/s in this system, which falls within
the experimentally determined range for the sound velocity of
the closely related benzene molecular crystal [57,60].

The fact that �D is slightly above the melting tempera-
ture of pyridine-I (Tm = 232 K) suggests that NQE should
have a sizable influence across the entire crystalline range
of stability in this polymorph. To directly confirm the im-
portance of NQE in determining the structure of pyridine-I,
we performed a PI-AIMD simulation using PBE + vdWTS

SC
at (153 K, 1 bar) [38,39,57,61]. When compared to the 3%
volume expansion due to classical thermal fluctuations (cf. the
difference between the VC optimization at 0 K and AIMD
simulation at 153 K, see Table I), we find that the inclusion
of NQE results in an additional 1.2% expansion in the cell
volume. This change is quite sizable (≈40% of the classical
thermal expansion) and further reduces Verr in pyridine-I to
+0.3% with respect to experiment.

To investigate how NQE lead to such an appreciable change
in the pyridine-I cell volume, we first analyzed how nuclear
quantum fluctuations affect rigid molecular motions, i.e., trans-
lations and librations, in this molecular crystal. To quantify
these effects, we computed the corresponding temperature
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FIG. 2. Predicted and experimental thermal expansion curves for
pyridine-I. Experimental data are included for pyridine-I (C5H5N,
gold circle), from single-crystal x-ray diffraction [40], and fully
deuterated pyridine-I (C5D5N, open black circles), from neutron
powder diffraction [41]. A fit of the experimental thermal expansion
curve for deuterated pyridine-I using the Debye model for V (T ) is
given by the purple line [Eq. (1)]. Theoretical data are included for
VC optimizations (blue circle), AIMD simulations (blue line), and
PI-AIMD simulations (gold circle with error bar) at the PBE + vdWTS

SC

level; estimated PBE+MBD results [green line, Eq. (4)]; estimated
PBE0+MBD results (red line, see text for details).

correction (�T ) from the leading-order quantum correction
to the momentum distribution for a Cartesian coordinate (q)
corresponding to the molecular center of mass [59,62]:

�T = h̄2

12MT 2
〈F 2

q 〉 , (2)

in which M is the molecular mass and 〈F 2
q 〉 is the mean-square

force along q obtained by statistically averaging over the
classical AIMD trajectory [63]. In doing so, we find that
�T ≈ 10 K for the rigid translational and librational modes in
this system. However, the additional thermal expansion due
to NQE corresponds to a temperature elevation of ≈50 K
(assuming linear thermal expansion for T � 153 K), which
is higher than the contributions from such rigid molecular
motions and indicative of an additional mechanism for the
observed expansion in pyridine-I.

To further understand the origin of this NQE-induced
volume expansion, we computed a series of intermolecu-
lar pair-correlation functions involving the peripheral atoms
on each pyridine molecule [gHH(r), gCH(r), gNH(r)] based
on AIMD and PI-AIMD simulations of this noncovalently
bound molecular crystal (Fig. 3). From these plots, one can
immediately see that the inclusion of NQE—which cause
individual pyridine molecules to fluctuate to a larger extent—
lead to shorter intermolecular contacts (and hence more charge

density overlap) among neighboring molecules in pyridine-I.
For instance, the peripheral H atoms on neighboring pyridine
molecules are closer by ≈0.2 Å, and the probability of finding
these two H atoms at a distance shorter than the sum of
their vdW radii [64] (r = 2.4 Å) is enhanced by 28% when
accounting for NQE. With atom pairs located within their
respective vdW envelope, there will be an increase in the Pauli
repulsion experienced by neighboring pyridine molecules,
which in turn leads to a larger equilibrium cell volume in
the molecular crystal [65]. These findings hold for all atom
pairs considered and demonstrate that intermolecular Pauli
repulsion promoted by intramolecular quantum fluctuations is
the dominant physical mechanism responsible for the observed
cell volume increases in pyridine-I due to NQE.

Considering now the thermal expansivity (or thermal ex-
pansion coefficient),

α(T ) = 1

V (T )

(
∂ V (T )

∂ T

)
p

, (3)

we determined an experimental value of α = 3.5 × 10−4 K−1

for pyridine-I at (153 K, 1 bar) based on the C5D5N thermal
expansion curve [41]. This value agrees quite well with
the analytical finding from the Debye interpolation, i.e.,
α = 3.7 × 10−4 K−1, further illustrating the utility of this
model in describing this system. However, the α value from
classical AIMD simulations using PBE + vdWTS

SC (α = 2.1 ×
10−4 K−1) significantly underestimates the experimental value
by ≈40%. Since cohesion in pyridine-I is dominated by dis-
persion interactions (Table S1 and Fig. S3 [57]), this suggests
that PBE + vdWTS

SC overestimates the cohesive forces at work
in this noncovalently bound molecular crystal. This finding
is consistent with other studies on molecular crystal lattice
energies with this method [50]. As such, we now investigate
how a more comprehensive treatment of the beyond-pairwise
many-body dispersion forces impacts our prediction of this
thermal property in pyridine-I.

Beyond-pairwise dispersion interactions include terms such
as the three-body Axilrod-Teller-Muto (ATM) contribution
(C9/R

9) [66,67], which is more short-ranged than the C6/R
6

term in the effective-pairwise vdWTS level and often provides
a repulsive contribution to the binding energy. Since the inclu-
sion of the ATM term alone is usually not sufficient to describe
the full many-body expansion of the dispersion energy [68],
we employ the many body dispersion (MBD) model [25–29]
to investigate how these higher-order nonbonded interactions
affect the structural and thermal properties in pyridine-I. The
MBD approach furnishes a description of all N -body disper-
sion energy contributions by mapping the atoms comprising
the system onto a set of coupled quantum harmonic oscillators,
and then computing the long-range correlation energy in
the random-phase approximation (RPA) [27,28,69]. When
coupled with DFT, MBD has been shown to provide an accurate
and reliable description of the noncovalent interactions in
molecules and materials [19], ranging from molecular crys-
tals [50,70,71] to complex polarizable nanostructures [72,73].

To account for many-body dispersion interactions, we
estimated [74] the average cell volume at the PBE+MBD level
(〈V 〉MBD) by Boltzmann reweighting the configurations from
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FIG. 3. Comparison of the intermolecular HH, CH, and NH pair-correlation functions obtained from AIMD (blue) and PI-AIMD (red)
simulations of pyridine-I using PBE + vdWTS

SC. Dashed vertical lines represent the sum of the van der Waals (vdW) radii [64] for the respective
pair of atoms.

the PBE + vdWTS
SC trajectory, i.e.,

〈V 〉MBD = 〈V exp [−β(UMBD − UTS)]〉TS

〈exp [−β(UMBD − UTS)]〉TS
, (4)

in which β is the inverse temperature, UTS and UMBD are the
corresponding dispersion energies from these two methods,
and 〈 · 〉TS represents a statistical average over the PBE +
vdWTS

SC ensemble [57]. The resulting estimates for 〈V 〉MBD are
shown in Fig. 2 and were used to determine that α = 3.7 ×
10−4 K−1 at the PBE+MBD level, which is in significantly bet-
ter agreement with the experimental value than PBE + vdWTS

SC
(Table II). However, the estimated PBE+MBD cell volumes
are noticeably larger than experiment, with predictions that are
now less accurate than PBE + vdWTS

SC. This may be due, in part,
to the perturbative estimate of the PBE+MBD cell volumes
using Eq. (4). Since MBD provides a more comprehensive
treatment of dispersion interactions [17,19], this can also be
indicative of other deficiencies present in the XC functional.

Hybrid functionals such as PBE0 [75], which include a
fraction of exact exchange, have been found to be more
accurate overall than PBE in the treatment of molecular
crystals [50]. In the pyridine-I molecular crystal, we find that
PBE0 + vdWTS

SC [47,76,77] predicts a reduction in the 0 K cell
volume by �V = −1.02 Å3/molec when compared to PBE +
vdWTS

SC. This effect likely originates from a combination of
small changes in the molecular geometries as well as a better
treatment of Pauli repulsion between neighboring molecules.
Hence, we estimate the PBE0+MBD volume by adding this
constant shift to the PBE+MBD results above (Fig. 2). This
largely corrects the overestimation of the cell volume with
PBE+MBD, and the resulting estimated PBE0+MBD values

TABLE II. Thermal expansivity (α) values for pyridine-I at
(153 K, 1 bar) from theoretical simulations (at the PBE + vdWTS

SC,
est. PBE+MBD, and est. PBE0+MBD levels), the Debye model,
and experiment. Errors are reported with respect to the experimental
value and the numbers in parentheses denote uncertainties in α.

Pyridine-I α (10−4 K−1) αerr (%)

PBE + vdWTS
SC 2.1(3) −40.0

est. PBE+MBD 3.7(5) +5.7
est. PBE0+MBD 3.7(5) +5.7
Debye model 3.65(4) +4.3
Expt. [41] 3.5(1) –

are now in better agreement with both the experimental volume
(on an absolute scale) and the thermal expansivity. We stress
here that an improved theoretical description of the Pauli repul-
sion might be of particular importance when simultaneously
accounting for NQE, which increase the amount of charge
density overlap among neighboring molecules in pyridine-I.

IV. CONCLUSIONS

In this work we explored how a complex interplay between
anharmonicity, NQE, many-body dispersion interactions, and
Pauli repulsion influence the structural and thermal proper-
ties of dispersion-bound molecular crystals. By focusing on
pyridine-I, we showed that the Debye model is well suited to
describe the thermal expansion behavior in this system across
the range of available experimental temperatures. With a Debye
temperature just above the melting point, we expect that NQE
will be sizable across the entire crystalline range of stability
in this polymorph. At low T , PI-AIMD simulations become
computationally intractable (due to the steep increase in the
required Trotter dimension) and it would be more efficient
to include NQE via the quasiharmonic or self-consistent
harmonic approximations [78–80]. Based on our detailed case
study of the pyridine-I molecular crystal, we expect that the
qualitative trends outlined herein are robust and transferable
to other dispersion-bound molecular crystals. In this regard,
a logical extension of this work would include a fully self-
consistent treatment of the pyridine-I molecular crystal (as well
as other important noncovalently bound molecular crystals)
that accounts for NQE as well as an improved description
of the underlying electronic structure. Beyond the structural
and thermal properties considered herein, the existence of
thermodynamically relevant polymorphs further advocates for
the determination of structures, stabilities, and properties
of molecular crystals under NpT conditions. Based on the
findings presented in this work, free energy calculations that
simultaneously account for nuclear quantum fluctuations and
many-body dispersion interactions within a DFT scheme with
reduced SIE will be required for an accurate and reliable
description of dispersion-bound molecular crystals.
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110.6 Å3 (AIMD) to 111.7 Å3 (PI-AIMD), with a corresponding
increase in the associated standard deviation from 2.6 to 2.9 Å3.
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