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Dimensional control of defect dynamics in perovskite oxide superlattices
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Point defects play a critical role in the structural, physical, and interfacial properties of perovskite oxide
superlattices. However, understanding of the fundamental properties of point defects in superlattices, especially
their transport properties, is rather limited. Here, we report predictions of the stability and dynamics of oxygen
vacancies in SrTiO3/PbTiO3 oxide superlattices using first-principles calculations in combination with the kinetic
Monte Carlo method. By varying the stacking period, i.e., changing of n in nSTO/nPTO, we discover a crossover
from three-dimensional diffusion to primarily two-dimensional planar diffusion. Such planar diffusion may lead
to novel designs of ionic conductors. We show that the dominant vacancy position may vary in the superlattices,
depending on the superlattice structure and stacking period, contradicting the common assumption that point
defects reside at interfaces. Moreover, we predict a significant increase in room-temperature ionic conductivity
for 3STO/3PTO relative to the bulk phases. Considering the variety of cations that can be accommodated in
perovskite superlattices and the potential mismatch of spin, charge, and orbitals at the interfaces, this paper
identifies a pathway to control defect dynamics for technological applications.
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I. INTRODUCTION

Oxide superlattices exhibit some novel properties and phe-
nomena that their bulk counterparts do not, primarily due to the
delicate electronic and magnetic interactions as well as lowered
symmetry in the interfacial region [1–8]. For instance, a high-
mobility, two-dimensional electron gas was achieved between
two insulators (SrTiO3 and LaAlO3) [9] and polar vortices
have been observed in SrTiO3/PbTiO3 (STO/PTO) [10]. In
addition, oxide superlattices have shown other unprecedented
physical properties for technologically important applications,
e.g., colossal electrical conductivity in superlattices consisting
of SrTiO3 and yttrium stabilized zirconia [11], and strong
polarization enhancement in SrTiO3/BaTiO3/CaTiO3 [12].
The interfaces created in these superlattices play a critical role
in influencing physical properties.

While many studies have focused on the interface [13],
e.g., symmetry lowering and the unavoidable influence from
point defects [14], an understanding of defect properties,
especially defect transport properties, and how to control
them in oxide superlattices is limited. One challenge is the
difficulty of dynamically tracking the trajectories of these point
defects due to the time scales involved as they are too fast
for experimental techniques and too slow for direct atomistic
molecular dynamics simulations. In addition, these systems are
complicated by the correlations between octahedral rotations,
polarization, and electronic and magnetic structure [15,16],
which require investigation of a large phase space of materials
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parameters. Nevertheless, point defects are key to physical and
interfacial properties of oxide superlattices [17,18]. The ability
to manipulate oxygen vacancies is essential for practical appli-
cations, such as ferroelectric memory [12], field-effect devices
[19], solid oxide fuel cells [20], and pseudocapacitors [21].

Here, the formation energies and transport behavior
of charged oxygen vacancies (+2) are examined in the
paraelectric and ferroelectric phases of nSrTiO3/nPbTiO3

(nSTO/nPTO, n = 1,2,3,4) superlattices, a prototypical per-
ovskite ferroelectric superlattice. We use density functional
theory in combination with kinetic Monte Carlo (KMC) simu-
lations to compute the stability and dynamics of oxygen vacan-
cies. The statistically time-averaged defect positions along the
stacking direction of the superlattices are determined. The site
preferences are compared among superlattices (nSTO/nPTO),
which allows for an examination of trends in properties for
superlattices of varying stacking orders. The oxygen vacancy
diffusivities at various temperatures and effective migration
energy barriers (MEBs) are calculated based on the oxygen
vacancy trajectories.

II. METHODOLOGY AND COMPUTATIONAL DETAILS

The Vienna ab initio simulation package (VASP) [22] was
employed to determine the defect properties. The exchange-
correlation functional of the calculation was the revised version
Perdew-Burke-Ernzerhof for solids (PBEsol) [23] with the
generalized gradient approximation. The valence electrons of
the atoms were set as Sr 4s4p5s, Pb 5d6s6p, Ti 3p3d4s, and
O 2s2p orbital electrons. The cutoff energy was set to 550 eV
based on convergence tests. A 2×2×2 Monkhorst-Pack
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FIG. 1. Top: Crystal structure of ferroelectric and paraelectric 4STO/4PTO oxide superlattices. (a, b) The defect formation energies and
migration energy barriers of each phase, respectively. (c, d) Site occupancy of an oxygen vacancy in ferroelectric and paraelectric 4STO/4PTO.
(e, f) Time distribution representing in which layer the defect spends most of its time. The interfacial TiO2 layers are highlighted in orange
color.

k-point scheme was used, which yielded numerical accuracy
within 1 meV of the total-energy differences compared to
denser k-point grids. Full relaxations of the superlattices were
performed until all the Hellmann-Feynman forces were smaller
than 0.01 eV/Å.

The STO/PTO superlattices were built by stacking equally
thick layers of SrTiO3 and PbTiO3 on one another with varying
thicknesses from n = 1 to 4 to form nSTO/nPTO structures.
A side view of the 4STO/4PTO structure is shown in Fig. 1
(top). The total thickness of the n = 1,2, and 4 structures
was eight unit cells, with six unit cells for the 3STO/3PTO
structure. For n = 1,2,4 there are 16 total layers of oxygen
sites and 12 total layers for n = 3. In addition, two tetragonal
reference structures were built of bulk STO and bulk PTO.
For all structures, the x, y size was set to 2

√
2×2

√
2 and the

in-plane lattice constant was set to be 3.898 Å, the same as
bulk SrTiO3, to mimic the effects of superlattices on a STO
substrate. The c/a ratio was systematically relaxed for each of
the superlattices and reference structures.

The single oxygen vacancy formation energy was calculated
via

Ef

(
V

q

O

) = Etot
(
V

q

O

) − Etot(perfect)

+μ + q(Ef + Ev + �V )

where Etot (V q

O) is the total energy of the defective superlattice
with one oxygen vacancy in charge state q, in this paper
q = +2. Etot (perfect) is the total energy of the perfect

superlattice, and μ is the chemical potential of oxygen as
calculated by VASP, set to half of the equilibrium gas state,
1/2E(O2), −4.388 eV in this case. EF is the Fermi level
with respect to the valance-band maximum, which is set as
the middle value between the valence-band maximum and
conduction-band minimum of the perfect superlattice. �V is
the correction term used to align the reference potential in
the defective and perfect superlattices. The climbing nudged
elastic band [24] method was used to obtained the MEBs.

An atomistic kinetic Monte Carlo model [25–28] was built
based on the lattices of the oxide superlattices with periodic
boundary conditions (PBCs). During the simulation, a vacancy
is moved to an available neighboring vacancy site each iteration
according to probabilities calculated from MEBs. There are
two kinds of layers that alternate: TiO2, and AO (A = Sr or Pb)
layers having either Sr or Pb. Each oxygen vacancy site has
eight possible diffusion paths. Sites on TiO2 layers have two
paths up, two down, and four lateral paths. Sites on AO layers
have four paths up and four paths down. Each of these path
directions have a diffusion energy barrier value, but the barrier
is equal among the individual paths of the same direction due
to symmetry. Diffusion constants are related to MEB based on
the Arrhenius equation:

D = D0e
−Em
kbT

where D is the diffusion coefficient, D0 is the prefactor, Em is
the MEB, kb is Boltzmann’s constant, and T is the temperature.
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FIG. 2. The formation energies and energy barriers (a, b, g, h,
m, n) were used in the KMC simulation. The normalized histogram
of the total number of iterations the defect spent at each layer is shown
in panels (c, d, i, j, o, p), and the total time at each layer is shown in
panels (e, f, k, l, q, r). The defect layer is denoted here as the vacancy
coordinate.

The probability of an oxygen defect is calculated using jump
frequency for one specific path divided by the total jump
frequency for all possible paths:

Pi = fi∑
i=1,2,...,8 fTotal

where Pi is the probability of a defect moving along a specific
path, fi is the jump frequency for that path, and the sum of fTotal

is the sum of the jump frequency for all available paths. The
defect is moved every iteration according to those probabilities.
The defect position is recorded each iteration, the totals for
which are normalized to get the site occupancy as in panels (c)
and (d) in Figs. 1 and 2.

The time that a defect occupies a certain position is based
on the residence time algorithm and the attempt frequency

is assumed to be 1012s−1 in this paper. The time spent at a
particular defect layer is tallied then normalized to get the
time distribution as in panels (e) and (f) in Figs. 1 and 2.
The site occupancy and time distribution were calculated for
each structure by initializing a single defect for 106 iterations.
This process was done once for each defect layer each time
initializing the defect on a different layer so that every layer
had a run with the defect starting on it for a total of 16×106

iterations for n = 1,2,4, and 12×106 iterations for n = 3. This
allowed for statistical convergence on all structures except
for the 1STO/1PTO ferroelectric structure, which required
16×107 iterations to converge.

Diffusivity was calculated from MSD via

D = MSD

6∗�t

where �t is the total time for the 50-step interval over which
the MSD was calculated. The average and standard error
were calculated for each set of diffusivity calculations. This
calculation was performed on data simulated between 300 and
700 K at 20-deg intervals, then plotted in an Arrhenius plot.

III. RESULTS AND DISCUSSION

We begin by discussing the defect formation energies
(�Ef ) and MEBs of an oxygen vacancy in paraelectric and fer-
roelectric 4STO/4PTO superlattices (Fig. 1), along with their
crystal structures, normalized time distribution at each site,
and the frequency of each site being visited. In this system, the
interface layer is defined as the TiO2 layer lying between two
AO layers with different types of metal ions (Sr versus Pb). For
the centrosymmetric paraelectric phase, the formation energies
are symmetric with respect to their structurally equivalent
positions. As a result, both interfaces [layer 1 and 9 in Fig. 1(b)]
possess the same formation energies. In comparison, the
ferroelectric phase exhibits an asymmetric formation energy
curve, due to the breaking of centrosymmetry. The ferroelectric
system is essentially composed of two different interfaces
which exhibit substantially different oxygen vacancy forma-
tion energies [Fig. 1(a)]; �Ef of interface layer 1 exhibits a
much higher value than the �Ef at layer 9. This difference
depends on the direction of the polarization [from left to right
pointing towards layer 9 in Fig. 1(a)] in the system. Reversing
the polarization direction will result in swapping of �Ef at
these two interfaces (layer 9 > layer 1). Compared with the
reference constituent oxides in tetragonal structures, the for-
mation energies in ferroelectric and paraelectric 4STO/4PTO
are lower. Here, octahedral rotations play a critical role for this
change in the PTO region of the superlattice, decreasing the
formation energy by as much as ∼0.4 eV.

The saddle points at symmetrically equivalent positions in
the paraelectric 4STO/4PTO are comparable to each other,
with essentially the same MEBs. The oxygen vacancy time-
averaged position is found to be within PTO layers based on
the site and time distribution, rather than in the speculated inter-
facial layer. For ferroelectric 4STO/4PTO, the saddle points are
distinctively different from that in the paraelectric phase and
the vacancy is favorable near the interface (layer 9), primarily
between layers 9 and layer 12 (in the PTO component). This
indicates an accumulation of oxygen vacancies near one of
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FIG. 3. Trajectories of 300 oxygen vacancies in 60
√

2×60
√

2×80 superlattices at 300 K with different stacking period as seen from the
side, assuming no defect-defect interaction. Initial defect locations are shown as blue dots, with black lines showing the motion of each defect
over the 10 000 iteration simulation.

the interfaces and a depletion at the other in the ferroelectric
systems. A consequence is that changes in the direction of
the polarization can have significant effects on the materials’
defect distributions.

To reveal the statistically time-averaged position of an
oxygen vacancy at finite temperatures in other superlattices, the
site occupancies and time distribution of an oxygen vacancy
in nSTO/nPTO (n = 1,2,3) from the KMC simulations are
shown in Fig. 2. In comparing the KMC results across all
stacking periods, we see almost all systems exhibit some
preference for STO layers or PTO layers, with PTO strongly
preferred for n = 2,3,4, and a transition to a strong preference
for the STO layer when n = 1, indicating the 1STO/1PTO
system may be different from the rest of the superlattices [1].
This material preference leads to some degree of confinement
for all systems.

The polarization effects (ferroelectric versus paraelectric)
on defect properties are also evaluated. For 1STO/1PTO,
the ferroelectric phase and paraelectric phase have different
preferred interfaces as seen in the site distribution (Fig. 2),
but in both instances the defect spends a negligible amount
of time on the PbO layers. Interestingly, the ferroelectric and
paraelectric 2STO/2PTO systems are similar to one another,
with the only significant difference being in the center PTO
layer 7 (and 15 due to PBC), with the defect spending more
iterations on these layers in the ferroelectric system versus the
paraelectric system. In 3STO/3PTO the ferroelectric system
differs from the paraelectric in interface preference, similar
to the 4STO/4PTO systems. The defects in the ferroelectric
system strongly prefer the layer 7 interface versus the layer 1
interface, whereas both interface layers 1 and 7 in the paraelec-
tric system are equally preferred. There is also a significant
difference in defect confinement in the ferroelectric versus
paraelectric systems in 3STO/3PTO, with the ferroelectric
system showing strong confinement to only layers 9 and 10,

whereas the defect in the paraelectric system moves relatively
freely along the entire PTO layer including each interface.
A qualitative illustration of these effects is shown in Fig. 3.
Together with the site occupancy and time distribution, our
results demonstrate that the dominant sites are governed by
the stacking period and superlattice phase (i.e., ferroelectric or
paraelectric).

For defect transport properties, we find that the oxygen
vacancy diffusion is mainly two-dimensional in some of the
superlattices, such as ferroelectric 4STO/4PTO and ferroelec-
tric 1STO/1PTO, as shown in Fig. 3. By combining both the
defect site occupancy and transport properties, we find that the
two-dimensional diffusion is caused by the high anisotropy
of MEBs and geometrical constraints in the superlattice, as
shown in Fig. 4. For instance, the MEBs along different paths
from the same initial position, e.g., layer 7 in Fig. 4(a), vary
as much as ∼0.3 eV in the ferroelectric 4STO/4PTO. The
diffusion anisotropy in the PTO component of superlattices
is much higher than the chosen reference PTO systems and
cannot be simply explained by the c/a ratio of the tetragonal
supercell. In addition, oxygen vacancy diffusion is geometri-
cally constrained in these superlattices. For instance, an oxygen
vacancy can only move out-of-plane in anAO layer. In contrast,
an oxygen vacancy can diffuse in-plane or out-of-plane in
the TiO2 layers. This leads to competition between different
diffusion paths, e.g., in-plane versus out-of-plane. Taking a
vacancy in the odd-numbered TiO2 layers of 1STO/1PTO as
an example, the diffusion path away from this layer (along
the z direction) has a lower MEB than the paths associated
with the in-plane diffusion; however, the subsequent diffusion
predominantly leads to a backwards jump to the TiO2 layer.
Therefore, the vacancy is trapped in these layers at room
temperatures. In this case, the KMC model reveals that the
effective barrier is determined by both the in-plane and out-of-
plane diffusion.
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FIG. 4. Migration energy barriers along different directions in STO/PTO superlattices. Z + /Z− is the energy barrier for a defect to move
to a higher/lower defect layer, respectively. The defect layer is denoted here as the vacancy coordinate.

By comparing different superlattices, we notice signif-
icant variance in the MEB profile as the stacking period
of superlattices changes. For instance, for 2STO/2PTO, the
diffusion anisotropy is almost completely suppressed in the
PTO layers (Fig. 4); all corresponding diffusion paths have
indistinguishable MEBs. In contrast to all other investigated
systems, the defect transport properties in ferroelectric and
paraelectric 2STO/2PTO are similar to each other [Fig. 4(e)
versus Fig. 4(f)], indicating little coupling to the polariza-
tion. For both ferroelectric and paraelectric 1STO/1PTO,
the anisotropic diffusion in one of the interfaces is signif-
icantly larger than the other. It should be noted that the
interfacial effects may strongly overlap in the 1STO/1PTO
system, in which the interfaces are in close proximity to each
other.

The diffusivities calculated based on the mean square
displacements of various oxide superlattices are shown in
Fig. 5 as a function of temperature. At 300 K, the variation
in diffusivity among different superlattices covers multiple
orders of magnitude. We observe that paraelectric 3STO/3PTO
shows the highest diffusivity in comparison with bulk systems
and other superlattices. While the diffusivity is found to be
rather sensitive to the structure itself, no systematic trend is
observed as the number of layers in the superlattices increases.
The diffusivity in the ferroelectric 1STO/1PTO system is
approximately one order of magnitude higher at 300 K than
that of 2STO/2PTO, but has a similar diffusivity as ferroelectric
4STO/4PTO.

The diffusivities can be directly linked to differences in the
effective migration barriers of different superlattices. As can be
determined from the extrapolated Arrhenius relationship, these
vary significantly; approximately 0.2 eV difference was found
among these systems. Paraelectric 3STO/3PTO shows the
smallest effective MEB, which is also smaller than that of the
reference bulk STO and PTO. The ferroelectric 1STO/1PTO

FIG. 5. Arrhenius plot of various STO/PTO superlattices with
effective activation energies, in comparison with bulk reference data.
Depending on the superlattice geometry and phase, diffusivity may
be strongly enhanced or suppressed.
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and 4STO/4PTO have similar MEBs, which are 0.345 and
0.363 eV, respectively. Despite the similar effective MEBs,
the details of defect transport are fundamentally different
and this demonstrates the importance of stacking order, as
discussed previously. For instance, the effective MEB in the
ferroelectric 4STO/4PTO is a statistically averaged result of
multiple diffusion paths in several atomic layers of the PTO
region; in comparison, the effective MEB in ferroelectric
1STO/1PTO is mostly determined by the diffusion barriers
around the TiO2 layer in the STO region.

IV. SUMMARY

The stability and dynamics of oxygen vacancies in
SrTiO3/PbTiO3 oxide superlattices are examined using density
functional theory calculations combined with kinetic Monte
Carlo simulations. We find that oxygen vacancy can be con-
fined to a few atomic planes in some of these oxide super-
lattices, exhibiting essentially two-dimensional diffusion. The
dominant defect position could reside in the bulk-like region
as well as at the interfaces, depending on the stacking period
and superlattice structure (ferroelectric versus paraelectric).
Varying the stacking period also changed the preferred region
of the material for the defect; the PTO region was preferred
for stacking periods of n = 2,3,4, whereas the STO layers
were preferred for the n = 1 superlattice. Orders-of-magnitude
increase in ionic conductivity from room temperature is also
predicted in the 3STO/3PTO system relative to the bulk phases.

Considering the variety of cations that can be accommo-
dated in perovskite superlattices and the potential mismatch of
spin, charge, and orbitals at the interfaces, this paper identifies a

pathway for controlling defect dynamics in oxide superlattices.
We expect that changing the B-site element (in ABO3) or A and
B site simultaneously of superlattices may lead to enhanced
ionic conduction and alternating stacking period with uneven
number of layers of the constituent oxides (nSTO/mPTO,
n �= m) will provide further control of conduction. Given the
high-quality oxide superlattices and epitaxial heterostructures
that can be synthesized using current state-of-art fabrication
techniques, we hope our predictions motivate experimental
confirmation and further examination of defect transport prop-
erties using advanced characterization methods, e.g., in situ
transmission electron microscopy [20].
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