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Field-enhanced route to generating anti-Frenkel pairs in HfO2
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The generation of anti-Frenkel pairs (oxygen vacancies and oxygen interstitials) in monoclinic and cubic HfO2

under an applied electric field is examined. A thermodynamic model is used to derive an expression for the
critical field strength required to generate an anti-Frenkel pair. The critical field strength of E cr

aF ∼ 101 GVm−1

obtained for HfO2 exceeds substantially the field strengths routinely employed in the forming and switching
operations of resistive switching HfO2 devices, suggesting that field-enhanced defect generation is negligible.
Atomistic simulations with molecular static (MS) and molecular dynamic (MD) approaches support this finding.
The MS calculations indicated a high formation energy of �EaF ≈ 8 eV for the infinitely separated anti-Frenkel
pair, and only a decrease to �EaF ≈ 6 eV for the adjacent anti-Frenkel pair. The MD simulations showed no
defect generation in either phase for E < 3 GVm−1, and only sporadic defect generation in the monoclinic phase
(at E = 3 GVm−1) with fast (trec < 4 ps) recombination. At even higher E but below E cr

aF both monoclinic and
cubic structures became unstable as a result of field-induced deformation of the ionic potential wells. Further MD
investigations starting with preexisting anti-Frenkel pairs revealed recombination of all pairs within trec < 1 ps,
even for the case of neutral vacancies and charged interstitials, for which formally there is no electrostatic attraction
between the defects. In conclusion, we find no physically reasonable route to generating point-defects in HfO2

by an applied field.
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I. INTRODUCTION

Point defects are unavoidable. They are an equilibrium com-
ponent of all crystals at finite temperature. As a consequence,
their concentrations can be predicted from thermodynamics
for the system’s given degrees of freedom. These degrees of
freedom are temperature, the type and amount of purposely
added dopants (or inadvertently included impurities), and
in compounds, the relevant component chemical potentials.
Modifying the concentrations of point defects in a crystal can
be accomplished, therefore, by thermal means (varying the
temperature) and by chemical means (varying the type and the
concentration of dopants or varying the appropriate chemical
potentials) [1–6].

It is possible to achieve point-defect concentrations be-
yond their equilibrium values; the most well-known of these
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nonequilibrium mechanisms being irradiation [6–9]. The pas-
sage of high-energy particles through a lattice displaces ions
from their regular sites generating vacancies and interstitials;
many of these defects will recombine over a relatively short
time scale, but, depending on the kinetics of the recombination
process, a significant fraction may remain in the material.

Recently, a different nonequilibrium mechanism for gen-
erating point defects has been proposed and has received
increasing attention: the application of an electric field to pro-
duce vacancy-interstitial pairs. In particular, this mechanism
is said to play a central role in two separate phenomena:
resistive switching [10,11] and flash sintering [12,13]. More
generally, one may expect field-induced defect generation to
play a role wherever the electric field strength is high, that
is, in nanoscaled (electrochemical [14,15], photovoltaic, or
ferroelectric [16,17]) devices and at interfaces with space-
charge layers [18–20]. In this study, we take crystalline HfO2,
a promising candidate material for resistive switching devices,
as a model system to study the possibility of field-induced
generation of oxygen vacancies and oxygen interstitials.
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FIG. 1. Thermodynamic analogy of electron-hole and and interstitial-vacancy formation. μo
j is the standard chemical potential of defect j .

The phenomenon of resistive switching is known in many
materials, including HfO2, to involve the formation of an
electrically conducting filament [21,22]. This process can be
separated into two mechanistic steps: (1) the formation of
oxygen vacancies and (2) their aggregation to form a con-
ducting filament. For the first step, two opposing models have
emerged. One is based on the formation of doubly positively
charged oxygen vacancies (V

••
O) near an interface according to

the following reduction reaction

O×
O → V

••
O + 2e′ + Oext. (1)

The charged vacancies migrate in the oxide layer under
the applied electric field to form the filament. The oxygen
atoms Oext are either incorporated into an oxygen reservoir
(the oxygen exchange layer) or, after recombination with a
second oxygen atom, desorbed from the surface as an oxygen
molecule.

The alternative model relies on the hypothesis that oxygen
vacancies and oxygen interstitials (anti-Frenkel pairs [1]) can
be generated by an electric field E [23–32]:

O×
O

E→ V
••
O + O′′

i , (2)

that is, oxygen ions are forced to move from their regular lattice
sites to sit on the interstitial sublattice, leaving a vacant site
behind. The recombination of interstitial and vacancy species,
though favorable owing to the strong Coulomb interaction
between the oppositely charged defects, is prevented by a
second process, the (fast) localization of two electrons (2e′)
at the newly formed vacancy, V

••
O, to form a neutral vacancy,

V×
O. (Note: the two electrons have been proposed to localize

either at the nearest-neighbor Hf ions [33,34], or at the vacant
site itself [31,35,36].) The oxygen interstitial is now free to
migrate under the external electric field. In a further variant of
this mechanism [37,38], the formation energy of anti-Frenkel
pairs is considered to be lowered in the direct vicinity of a
double negatively charged oxygen vacancy:

O×
O + V′′

O
E→ 2V×

O + O′′
i . (3)

This proposal thus requires a bare oxygen vacancy to trap
four electrons, forming a moiety (V′′

O) that allows the newly
formed oxygen vacancy (V••

O ) to be neutralized immediately.
Both neutral vacancies subsequently trap further electrons to
continue the formation of anti-Frenkel pairs and, in this way,
form a conducting filament consisting of oxygen vacancies
[37,38].

This study is concerned with the generation and recombi-
nation of anti-Frenkel pairs in HfO2 under an applied electric

field. To this end, we construct a (simple) thermodynamic
model to estimate a critical value of the field required to create
anti-Frenkel pairs. Subsequently, we employ molecular static
(MS) and molecular dynamics (MD) simulations using empir-
ical pair-potentials (EPP) to examine point-defect processes
in HfO2. In particular, we calculate the formation energies of
an anti-Frenkel pair as a function of defect-defect separation
in MS simulations, and we examine the generation and the
recombination of anti-Frenkel pairs under applied fields in MD
simulations.

II. A SIMPLE THERMODYNAMIC MODEL

There is a close analogy between the thermodynamics of
electron-hole formation in a semiconductor and interstitial-
vacancy formation in an ionic crystal. In both cases, a regular
particle is excited across an energy gap to generate an excess
particle (electron, interstitial) and a missing particle (hole,
vacancy) [39,40]. In the case of electrons in a semiconductor,
this energy is termed the band gap Eg; in the case of oxygen
ions in a crystalline oxide, it is the Gibbs energy of anti-Frenkel
disorder �GaF. The close analogy is emphasized in the relevant
energy-band diagrams shown in Fig. 1.

A further commonality is that, in each case, the product of
the particles’ concentrations is equal to an equilibrium constant
that shows a simple exponential dependence on the relevant
energy, as long as dilute-solution thermodynamics holds.
For the electronic case, i.e., the product of the equilibrium
concentrations of electrons and holes, one has

[e′][h•] = Keh(T ) = NCB(T )NVB(T ) exp

(
−Eg(T )

kBT

)
, (4)

where NCB(T ) and NVB(T ) are the temperature-dependent
densities of states at the conduction-band (CB) and valence-
band (VB) edges. Doping with a sufficient amount of a donor,
for example, increases [e′], and through Eq. (4), decreases
[h•]. For the ionic case, one obtains that the product of the
equilibrium concentrations is given by

[O′′
i ][V••

O ] = Kiv(T ) = NiNv exp

(
−�GaF(T )

kBT

)
, (5)

where Ni and Nv are the temperature-independent densities
of sites in the interstitial (i) and vacancy (v) sublattices.
Doping with an acceptor, say, raises [V••

O ], and through Eq. (5),
diminishes [O′′

i ]. It is emphasized that in a semiconducting
oxide, such as HfO2, these two processes are linked: By
reducing an oxide according to Eq. (1), the concentrations of
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FIG. 2. Thermodynamic analogy of electron-hole and interstitial-
vacancy generation under an electric field.

oxygen vacancies and electrons will be increased, and those of
oxygen interstitials and electron holes will be decreased.

The application of an electric field to a semiconductor or
an oxide crystal results in both cases in the energy levels
becoming tilted (see Fig. 2), albeit with different gradients,
eE for the (singly charged) electrons versus 2eE for the
(doubly charged) oxygen ions. The field-enhanced generation
of defects corresponds generally, then, to the particle (electron,
ion) traversing the relevant energy gap, from an occupied
state/site to an unoccupied state/site (electrons, from VB to
CB; ions, from regular to interstitial sublattice), by moving a
distance d in the field E . In other words, the energy required
to bridge the relevant energy gap is supplied by the electric
field, and for a particle of charge ze, this energy is given by
zeEd. In this way, one can estimate the critical field strength
Ecr required for the generation of e′–h• or O′′

i –V••
O pairs.

Besides all the commonalities there is a fundamental
difference between the two cases. Electrons can quantum
mechanically tunnel from the valence band to the conduction
band—the Zener effect [41]. Tunnelling is not feasible in
the ionic case, however, because ions have a prohibitively
high mass. Consequently, the characteristic distances d differ
hugely: electrons can tunnel up to dtnl ≈ 102 Å [42], whereas
oxygen ions, in jumping from a regular oxygen site to a
neighboring interstitial site, necessarily move distances (dvi)
that are only a few Å.

Consequently, for the field-induced generation of anti-
Frenkel pairs in HfO2, we can write

Ecr
aF = �GaF

2edvi
; (6)

and taking dvi = 2.5 Å [38,43] and assuming �GaF ≈
�HaF = (min; max) = (4.7 eV; 8.0 eV) [31,36,44,45], we
find a critical field strength Ecr

aF = (min; max) = (9.4 GVm−1;
16.0 GVm−1). Other fluorite-structured oxides are pre-
dicted to exhibit similar values of �HaF (CeO2: (4.1 eV;
6.4 eV) [46,47]; UO2: (4.8 eV; 5.7 eV) [47–49]; ThO2:
(5.0 eV; 6.8 eV) [47,50,51]) and thus will be characterized
by similar critical field strengths. The equivalent expression
for electron-hole generation in Si gives a critical field strength
of Ecr

eh = Eg/(edtnl) ∼ 10−1 GV m−1, in good agreement with
experimental data for reverse-biased p–n junctions [42].

Thus, according to this simple treatment, the critical field
strength required for anti-Frenkel generation in HfO2 is enor-
mous. For a resistive-switching cell containing a 5-nm-thick
HfO2 layer, Eq. (6) indicates that an applied voltage of

(47 V; 80 V) would be necessary to form or switch the cell,
whereas in reality such cells can easily be formed or switched
with voltages of 3 V or lower [52–56]. Furthermore, it is well
known that significantly thicker films (up to 40-nm thick) can
be switched with voltages less than 5 V [57–59], in contrast
to the (376 V; 640 V) that would be needed for field-enhanced
pair formation according to Eq. (6). The fields even exceed the
breakdown field of the best insulators (e.g., SiO2), which is
approximately 1 GV m−1 [60]. This treatment thus suggests
that field-induced generation of anti-Frenkel pairs is not an
important process in filament formation.

There are four effects, not included in the treatment above,
that could be expected to modify the critical field in some
manner: entropy, other charge states, finite dilution, and ki-
netics. From the discussion above, it is clear that, either on
their own or in combination, these effects have to decrease
�GaF by roughly one order of magnitude for field-induced
pair formation to become important.

First, the entropy of anti-Frenkel formation �SaF needs
to be included because �GaF(= �HaF − T �SaF) is required,
whereas we use �HaF. �SaF is not known for HfO2, but
Grieshammer et al. [61] obtained for structurally similar (cubic
fluorite-structured) CeO2, by means of density functional
theory (DFT) calculations, a value of �SaF = 10kB. This
means that at T = 300 K the entropic contribution to �GaF

is only −T �SaF = −0.26 eV. The inclusion of entropy, on its
own, will not, therefore, reduce the critical field substantially.

Second, the values of �HaF we use refer to V
••
Oand O′′

i ,
but these defects may of course assume other charge states.
Zheng et al. [44], however, reported that the formation of a
pair of singly charged defects (V

•
O, O′

i) in HfO2 has an even
higher formation energy than that of the pair of doubly charged
defects, and that the formation energy is higher still for a
pair of neutral defects (V×

O, O×
i ). Similar results have also

been reported for anti-Frenkel pairs in cubic fluorite-structured
ThO2 [50,51] and UO2 [49]. This effect can, therefore, be
safely ignored.

Third, in all literature studies [31,36,44,45] the values of
�HaF refer to infinite dilution (and thus to infinite separation)
of the anti-Frenkel pair. Immediately after the oxygen ion has
left its site to take up an interstitial position, however, the
vacancy and interstitial species are separated by only a few
Å, and this effect of finite dilution (or equivalently, of finite
separation) may serve to lower �HaF. Instead of Eq. (2), we
write, therefore,

O×
O

E→ {V••
O − O′′

i }
E→ V

••
O + O′′

i . (7)

The first process refers to the formation of a bound vacancy-
interstitial pair (the electronic equivalent is the exciton); the
second process, to the dissociation of the pair. A simple
calculation based solely on the electrostatic potential energy
of the defect pair (with εr = 25) gives a decrease in formation
energy of the pair by ca. 1 eV (as long as the pair are never
separated by an infinite distance). This estimation neglects,
however, elastic interactions between the defects and also the
local relaxations of ions around the defects; it also uses the
macroscopic relative dielectric permittivity at a scale where
the discrete nature of the lattice may be important. This
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effect requires closer examination (and we use static atomistic
simulations to examine it, as described in Sec. IV A).

Fourth, the model, being a thermodynamic model, does not
include any kinetic effects. It ignores that the oxygen ion, on
moving from its regular site to the interstitial site [the first
process of Eq. (7)], may have to pass over an activation barrier
(�EaFm). That is, there is a maximum in the energy landscape
between the oxygen ion sitting on its regular site and having
moved to the interstitial lattice. This barrier would effectively
increase the critical field required to generate the anti-Frenkel
pair, but it would also hinder recombination of interstitial
and vacancy. An added complication is that this barrier, if it
exists, will be modified by an applied field [62]. While Walsh
et al. [63] reported an energy difference of �EaF + �EaFm =
5.02 + 0.78 eV for the oxygen ion moving to the interstitial
site in CeO2, Traore et al. [31] found no activation barrier for
this process in HfO2, i.e., an energy difference of only �EaF.
In addition, Clima et al. [64] in MD simulations observed
immediate recombination of anti-Frenkel pairs, a result that
supports this interpretation as it implies, as noted by Clima
et al. [64], that there is no activation barrier.

A more important kinetic issue is the increase in the
equilibrium constant of the dissociation reaction [the second
process of Eq. (7)] by an electric field. This effect was examined
in detail (for ion pairs in solution) by Onsager in 1934 [65],
and it was later applied to exciton pairs in semiconductors by
Braun [66]. In Onsager’s treatment, the rate of dissociation
(kd) is enhanced by the field, whereas the rate of association
(ka) is unaffected. This leads to the equilibrium constant for
dissociation (Kd = kd/ka) being shifted in a field according to

Kd(E,T ) = Kd(0,T )

(
1 + β + β2

3
+ β3

18
+ O(β4) + ...

)
(8)

with

β = (ze)3E
8πε0εr(kBT )2

. (9)

In the case of {O′′
i –V••

O } dissociation in HfO2, the change in
Kd(E,T ) at E = 1 GV m−1, according to Eq. (8), results in
a decrease in �G(= −RT ln Kd) of only 0.4 eV (and the
vacancy and interstitial have to be separated infinitely).

Thus, the inclusion of kinetic effects does not appear to
change the overall picture. To support these conclusions con-
cerning kinetic issues, we perform molecular dynamic (MD)
atomistic simulations using classical empirical pair potentials
(EPP), with and without an applied field (see Secs. IV B and
IV C).

III. COMPUTATIONAL METHODOLOGY

The MS and MD simulations in this study are based on
the Born model of polar solids. All ions bear their formal
charges, e.g., O2− and Hf4+, and they interact with each
other through long-range Coulomb interactions and short-
range interactions. The short-range interactions are repre-
sented by parametrized Buckingham—two-body, spherically
symmetrical—potentials of the form φ = A · exp(−r/ρ) − C

r6 .
We use the set of empirical potentials derived by Lewis and
Catlow (see Table I). We have shown previously that these
potentials are able to model oxygen-ion transport in cubic and

TABLE I. Parameters for the empirical Buckingham potential by
Lewis and Catlow [71].

A/eV ρ/Å C/eV · Å
6

z/e

Hf4+-O2− 1454.6 0.3500 0.000 +4.0
O2−-O2− 22764.3 0.1490 27.879 − 2.0

monoclinic (and also amorphous) HfO2 [67,68]. Initial cell
vectors and ion positions were taken from Jaffe et al. [69] and
were relaxed with the GULP [70] code to the minimum cell
energy.

The MD simulations employed the Velocity-Verlet algo-
rithm [72] to propagate the system through phase space and
the thermostat and barostat by Martyna et al. [73] to establish
a NpT ensemble (constant particle number N , pressure p and
temperature T ). The DL_POLY code [74] was used for all MD
simulations. 10a × 10a × 10a supercells with 12 000 ions,
for the stoichiometric state, and 11 950 ions, for the reduced
state were generated. The surplus charge was compensated by
a homogeneous background charge (this has been shown for
vacancy dynamics in SrTiO3 [75] to be a physically reasonable
procedure).

IV. ATOMISTIC SIMULATIONS

A. Formation energy of anti-Frenkel pairs

The formation energy of anti-Frenkel pairs in HfO2 as a
function of vacancy-interstitial separation was studied with MS
atomistic simulations based on the Mott-Littleton approach
[76]. For the infinitely separated pair (two separate calcula-
tions), formation energies of around 8 eV are found for both
the cubic phase and for the monoclinic phase (with the 3-fold
coordinated vacancy), in agreement with the DFT calculations
by Foster et al. [36] and Guo and Robertson [45]. Significantly
lower energy values, around 5 eV, have also been reported
[44], but these studies do not correct for the finite size of the
DFT-simulation cell.

Figure 3 shows the formation energy of an anti-Frenkel
pair for the defect-defect distances between 2.2 and 28 Å
achievable with the Mott-Littleton approach. One sees that
�EaF decreases substantially with decreasing separation. Also
plotted is the electrostatic potential energy calculated, as
before, with εr = 25 and assuming point charges of +2 e and
−2 e. The comparison shows that not only electrostatic but
also elastic contributions, as well as local ion relaxations,
serve to bring about this reduction in energy. Nevertheless, the
decrease in formation energy is only 2 eV, and consequently,
the formation energy of an adjacent anti-Frenkel pair remains
high at �EaF ≈ 6 eV.

B. Dynamics of anti-Frenkel pair formation

MD simulations were performed to examine the dynamics
of anti-Frenkel pair generation by an electric field. Such simu-
lations were carried out for both monoclinic and cubic stoichio-
metric HfO2 at field strengths in the range 0 < E/GVm−1 < 5
at T = 1000 K for tsim = 1 ns, and ion positions were tracked
every picosecond. The high temperature was chosen to increase
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FIG. 3. Molecular static (MS) atomistic calculations of the for-
mation energy of an anti-Frenkel pair in the cubic and monoclinic
phases of HfO2. For the calculations at finite separation the defects
were separated along the 〈111〉 direction. The red dashed line shows
a simple calculation of the Coulomb contribution to the energies.

significantly the likelihood of observing pair formation. We
detected if an anti-Frenkel pair had formed by monitoring
the distance between an oxygen ion’s initial position and its
position at time t . If this distance was larger than 1.25 Å,
that is half the equilibrium separation of oxygen ions, then
a Frenkel pair was considered to have formed. Once identified,
such configurations were examined individually in detail.

The evaluation of the simulations yielded two particular
results. First, for fields of E = 4 GVm−1 and larger, the
structure for both the cubic and the monoclinic supercell
became unstable, resulting in all ions drifting continuously.
This behavior, as reported by Genreith-Schriever and De Souza
[62], is due to the field deforming the potential well in which
the oxygen ions sit so severely that in one direction there is
no longer any confining barrier. The field at which this occurs
can be calculated, given the height of the migration barrier
in the field-free case (�Em). The calculations give Ecr

m,cub =
2.7 GVm−1 for the cubic structure (with �Em = 0.43 eV
[67]) and Ecr

m,mon = 4.1 GVm−1 for the monoclinic structure
(with �Em = 0.66 eV [67]). The higher migration barrier for
oxygen-ion migration in the monoclinic structure allows higher
fields to be applied before the structure disintegrates. Second, it
was observed that anti-Frenkel pairs are formed sporadically in
the monoclinic supercell for fields of 3 GVm−1 along the a and
c directions, with formation along the c direction preferred over
that along the a direction. However, these defect pairs neither
separated from each other nor remained stable—despite the
extreme fields—but instead recombined within the next few
picoseconds (trec,a < 1 ps and trec,c < 4 ps). In the cubic super-
cell no defect pairs were formed during the entire course of the
simulation at all stable fields [E = (0 GVm−1; 3 GVm−1)].

Our MD results are thus consistent with the prediction of
Eq. (6)—that E ∼ 101 GV m−1 is necessary for the generation
of anti-Frenkel pairs—but we are unable to confirm the pre-
diction since the crystals become unstable in our simulations.
Nevertheless, this leads us to the conclusion that, for all
materials for which �Em < �EaF is valid (see Fig. 4), the
material will become unstable at some field strength that is
much smaller than the critical field required for the generation

FIG. 4. Schematic comparison of energy profiles for an oxygen-
ion moving over a barrier to a vacant site and to an interstitial site
(a) without an applied field and (b) with an applied field. In oxides
for which �Em < �EaF holds, a superimposed field will distort the
migration barrier to zero before anti-Frenkel pairs can form.

of anti-Frenkel pairs. These fields, in any case, are much
higher than fields than can be applied in experiment without
experiencing problems.

C. Dynamics of recombination

The recombination of anti-Frenkel defect pairs was exam-
ined separately through MD simulations, with and without
an applied field. Specifically, we investigate the case of a
doubly charged interstitial O′′

i and a neutral oxygen vacancy
V×

O, that is, an oxygen vacancy with neighboring hafnium
ions which are reduced by two electrons. For the case of
a doubly charged interstitial and a doubly charged vacancy
the Coulomb interaction is strong enough to force immediate
(within a few ps) recombination as shown above and found
earlier by Bradley et al. [37] and Clima et al. [64]. The
[V×

O − O′′
i ] pairs are created by the following procedure. First,

we introduced a random distribution of oxygen interstitials
to the lattice and subsequently relaxed the supercell to its
minimum energy in an MD simulation at T = 1000 K for
100 ps. Next, for every interstitial the closest oxygen ion
was removed from the lattice to form a doubly positively
charged oxygen vacancy and two nearest-neighbor Hf4+ ions
were reduced to Hf3+ (ion charges were modified but the
short-range potentials remained unchanged) to yield in total a
neutral oxygen vacancy. This approach intrinsically produced
three-fold and four-fold coordinated oxygen vacancies. Then
MD simulations were conducted at T = 1000 K for another
100 ps in a field of (0 GVm−1; 3 GVm−1) and the behavior
of the anti-Frenkel pairs is tracked every 0.1 ps. All defect
pairs were observed to recombine within (0.1 ps; 0.6 ps)
in the cubic phase and within <0.1 ps in the monoclinic
phase, even though nominally there is no Coulomb interaction
between them. There are still elastic interactions, however,
between vacancy and interstitial moieties; and the Coulomb
interaction between vacancy and interstitial may only become
negligible at large defect-defect separations, such that the
vacancy together with its surroundings appear neutral.

V. DISCUSSION

In the previous sections, we presented two approaches:
a (simple) thermodynamic model (along with some more
complicated additions) and atomistic simulations. Both
approaches unambiguously demonstrated that anti-Frenkel
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pairs are extremely unlikely to form under an applied field
in HfO2.

Now, one may criticize that the bond-breaking mechanism
introduced by McPherson and Mogul [77] is not accounted
for in either of these approaches. It is not considered in the
thermodynamic model, and in the atomistic simulations, it
is debatable to what degree this effect is included: one the
one hand, electrons are not specifically included (we use the
Born model of solids and the shell model for ion polarizability
[78] is neglected); on the other hand, the applied field is
superimposed on the interatomic pair potentials. Here we argue
that the application of the bond-breaking model to anti-Frenkel
pair formation is—that is, the polarization of Hf–O bonds by
an external electric field and the subsequent destabilization
of a single bond in the local field of all other polarized
bonds—invalid if derived from the Lorentz equation and the
Clausius-Mossotti equation.

Generally, the Clausius-Mossotti equation, and with it the
bond-breaking approach, is only valid for nonpolar gases, and
in special cases, for a few liquids. In the model case of a
cubic array of conducting spheres, it has already been shown
to fail by Doyle [79]. Furthermore, Fröhlich [80] pointed out
that to derive the Clausius-Mossotti equation, from his more
general equation for dielectric crystals, two assumptions must
hold. First, the only interaction between neighboring unit cells
should be electrostatic; this requires the inequality (kBT �
short-range interaction) to be true. The typical short-range
interaction energies in solids (even in ionic solids, see Table I)
are of the order of eV, and hence, extremely high temperatures
are required for the inequality to hold. Second, the sphere,
within which the local electric field is calculated, should
display the same dielectric properties as the macroscopic
crystal; this is obviously not the case for crystalline solids
because the properties heavily depend on the lattice symmetries
and not only on one (unit) cell. A further argument against
the bond-breaking mechanism comes from a recent study
by Youssef et al. [81]. Using DFT calculations (which of
course specifically include electrons and ion polarizability)
they determined that the formation energy of a neutral vacancy
in MgO (�Gform

V×
O

) decreases by only 0.5 eV at a field strength

of E = 2.5 GV m−1. Thus, one may suppose that there is an
effect on the generation of anti-Frenkel pairs in HfO2, but the
field strengths are likely to be huge and the effects are likely
to be small.

Finally, we turn our attention to the implications for the
two phenomena for which field-enhanced defect generation
has been proposed: resistive switching and flash sintering. For
the former, in addition to requiring highly unrealistic field
strengths, this approach further lacks reversibility, a crucial
part of the resistive switching mechanism being the ability to
switch between high and low resistance states (HRS and LRS).
Let us assume that the applied field has created some anti-
Frenkel pairs and removed the charged oxygen interstitials,
thus forming a conductive filament of oxygen vacancies [see

Eq. (3)] and putting the device into a LRS. If the polarity is now
switched, however, further generation of anti-Frenkel pairs will
occur: there is a field applied across the oxide and electrons are
continually being supplied to neutralize oxygen vacancies. As
a consequence, the filament will not be disrupted and the device
remains in the LRS, instead of switching back to the HRS.

O’Hara et al. [82] also showed that oxygen-vacancy for-
mation close to an interface with an oxygen reservoir—or,
as termed in their work, “Frenkel-Pair formation across the
interface”—is favored over formation in the bulk. The oxygen
atom is considered to migrate into the reservoir immediately
and does not reside as an interstitial in the oxide. Such a
reaction is, however, identical to Eq. (1), that is, the removal
of an oxygen atom from the oxide layer without any oxygen
interstitials being involved. Calling the reduction reaction of
Eq. (1) “Frenkel-Pair formation across the interface” is simply
a misnomer. Consequently, the exchange of oxygen with a
reservoir constitutes, currently, the most plausible mechanism
for defect generation in resistive switching.

Flash sintering refers to the sudden densification of a
ceramic body in an applied electric field. In the case of
Y2O3-substituted ZrO2, for example, a field strength of only
E = 104 V m−1 is sufficient to decrease simultaneously the
sintering temperature from 1450 ◦C to 850 ◦C and the time
to full densification from hours to mere seconds [83]. Since
oxides such as ZrO2 (or CeO2 or HfO2) are characterized by
the cations being far less mobile than the anions [84–87], it
is the cations that determine the sintering behavior. Hence,
if a field-induced mechanism of defect generation were to
be operative in flash sintering, it would be the generation of
Frenkel pairs, not anti-Frenkel pairs, that would be relevant.
Simulations predict energies of Frenkel pair formation in
ZrO2, CeO2, and HfO2 in the region of 10−12 eV [44,46].
Consequently, with the analogous version of Eq. (6) for Frenkel
pairs, we obtain critical field strengths Ecr

F ∼ 101 GVm−1, six
orders of magnitude larger than those used experimentally. We
conclude, therefore, that field-induced generation of defects
plays no role in the flash sintering of fluorite-structured oxides.

The route to generating anti-Frenkel or Frenkel pairs in
an oxide through the application of an applied field is often
considered, as we describe above, to be a shortcut. Through
our thermodynamic model and our atomistic simulations, we
conclude that this route is a dead-end.
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