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We investigate the low-temperature properties of two-dimensional Lennard-Jones glass films, prepared in
silico both by liquid cooling and by physical vapor deposition. We identify deep in the solid phase a crossover
temperature 7", at which slow dynamics and enhanced heterogeneity emerge. Around 7%, localized defects
become visible, leading to vibrational anomalies as compared to standard solids. We find that, on average, T
decreases in samples with lower inherent structure energy, suggesting that such anomalies will be suppressed in
ultrastable glass films, prepared both by very slow liquid cooling and vapor deposition.
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Low-temperature crystalline solids are usually described in
terms of harmonic vibrations around a perfect periodic lattice
(phonons). Within this framework, defects such as vacancies
and dislocations can be treated as small perturbations. This
description breaks down for amorphous solids such as glasses,
foams, emulsions, plastics, colloids, granular materials, bac-
terial colonies, and tissues [1-7]. In these systems, the iden-
tification of “defects” becomes challenging because the solid
ground state is strongly disordered. As a consequence, amor-
phous solids display many universal anomalies with respect
to crystals. Examples are the so-called boson peak, an excess
of low-energy vibrational modes [8]; the anomalous scaling
of heat capacity and thermal conductivity with temperature
[9,10]; the irreversible plastic response to arbitrarily small
perturbations [1,3,4,11]; and highly cooperative relaxation
dynamics, contributing to the so-called 8 processes [12—-14].

These anomalies have been widely reported in amorphous
solids of very different nature. Interestingly, recent experimen-
tal work has shown that by preparing glasses through a process
of physical vapor deposition, one can produce ultrastable states
that lie deep in the free-energy landscape [15]. Compared to
their liquid cooled counterparts, vapor deposited glasses show
higher density [16] and kinetic stability [15,17]. When these
ultrastable glasses are studied at very low temperatures, it is
found that the anomalies characteristic of amorphous solids
are strongly suppressed [18-22].

Many theoretical approaches to this problem are based on
the study of the potential energy landscape of glass-forming
particle systems [13,23-28]. These studies have suggested that
glass anomalies can be interpreted in terms of glass states being
not well-defined energy minima, but structured metabasins
containing a collection of subbasins separated by barriers of
variable size [29,30] (see Fig. 1). In particular, recent work
[31-33] has identified a set of simple observables (the mean
square displacement between identical “clones” of the original
system) that allows one to detect easily the development of a
structure of subbasins inside a glass metabasin.
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In this work, using the methods of [31-33], we explore
in silico the potential energy landscape of binary Lennard-
Jones glass films prepared through two experimentally relevant
protocols: slow liquid cooling and physical vapor deposition
following Ref. [34]. We study these films due to their ex-
perimental relevance and the fact that they have been well
characterized by previous work [34,35]. In contrast to previ-
ous studies which prepared bulk equilibrium samples using
the swap algorithm [32,33], our film preparation methods,
inspired by the vapor deposition experimental protocol, pro-
duce nonequilibrium films that are expected to be higher in
the potential energy landscape than experimentally prepared
vapor deposited glasses [36,37]. In addition, both our liquid
cooled and vapor deposited films are prepared in the presence
of both a substrate and a free surface, allowing the study of
these features’ influence on the low-temperature physics of
the samples.

We find that a threshold T* can be detected within the glass
phase, below which vibrational dynamics of the solid becomes
orders of magnitude slower and the structure of the glass basin
becomes visible. The value of 7* depends primarily on film
stability, decreasing substantially with the inherent structure
energy of the sample, a measure of stability [35], while a
protocol dependence of T* is not detected. This observation is
compatible with the disappearance of anomalies in ultrastable
glasses. Furthermore, we observe significant sample-to-sample
variations both in the value of 7* and in the aging dynamics
below this threshold. All samples display localized defects,
however, several samples display collective dynamics, which
could be related to cooperative displacements enabled by the
free surface. It is important to note that the glasses considered
here incorporate the nonequilibrium nature of real materials,
as well as the presence of a substrate and free boundary, which
have an important impact on the physics below 7*. Note also
that the films considered in this study have fixed thickness (the
same used in Ref. [34]), so the dependence of the results on
films’ thickness is not addressed here and left for future work.
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FIG. 1. Illustration of the energy landscape. Samples are prepared
in a glass basin at temperature 77 or 7 lower than the glass transition
T,. They are then brought at lower temperature Tgjone to ensure that no
residual diffusion (« relaxation) is present. There, clones are produced
to sample the interior of glass basins. Our main observables are
A(t,ty), the mean square displacement of particles in a single clone,
and Aag(ty), the displacement between two distinct clones.

I. SAMPLE PREPARATION PROTOCOL

Here, we provide a brief description of the system and
protocols used in this work. See Ref. [34], the illustration in
Fig. 1, and the Appendices for details. We prepare N, glass
samples of a binary two-dimensional Lennard-Jones system
which shows a glass transition temperature close to 7, ~ 0.21
for the range of cooling rates used in this study. We study two
distinct classes of films: (i) those formed by slow cooling (SC)
of liquid films into the glass phase at a final temperature T}
with two distinct cooling rates dsc, and (ii) those formed by a
procedure mimicking physical vapor deposition (VD). In VD,
we use four different deposition rates dyp with substrates held
at temperature 7. In both protocols, Tt < T or Ty < Tg, so the
samples we produce are in the glass phase.

To study the vibrational anomalies of a glass basin, each
sample is brought to a lower temperature T¢jone (lower than
either 7; or 7). The same 7,0, is employed in all cases, i.e., for
all samples and all protocols. At this temperature, the system
is sufficiently close to its inherent structure. In fact, as shown
in Fig. 2(a), the inherent structure energy (as computed by
energy minimization configurations at different temperatures)
remains constant below this temperature for all the glasses
considered. From this, we suggest that no diffusion occurs over
this period. We verify that the system behaves as a normal solid
at Tione, meaning that the state is ergodic and the vibrations of
the particles are weakly correlated. Once cooled, we prepare
N. clones, or independent configurations distributed within the
basin of each glass sample. In practice, each clone is obtained
as the result of an independent simulation of length 7jgpes,
the dotted line in Fig. 2. The clones are then instantaneously
quenched to a final temperature T < Tjope and their dynamics
is examined at constant 7', with ¢, being the time elapsed since
the quench. Note that when samples are studied at T = Tgjope,
the dynamics is stationary, and for this reason the origin of
time can be chosen arbitrarily.
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FIG. 2. Preparation of glass samples and clones. (a) Inherent
structure energy Ejs measured at 7t or 7 (larger symbol), and upon
cooling or heating the samples at different 7. Dashed lines are constant
fits to the data for 7' < Tijone = 0.05, that demonstrate that the system
is not leaving its metabasin. (b) A(z,t, = 0) at temperature 7 = T¢jone
for one of the VD samples prepared with §yp, = 2 x 1076, The length
of the clone preparation simulations is indicated by the dotted line,
whose length is the size of the cage (i.e., the height of the plateau).

Following previous work [31-33], we focus our attention
on two observables:
N
Al +twtw) = & Z (Irit +t0) —rit)1?) . (D)

i=1

which is the mean square displacement of particles in each
clone between time t,, and ¢ + t,,, and

N

1
Anp(tv) =+ D o Aride) —rf )P, @

i=1

which is the mean square displacement between particles in
two distinct clones (denoted A and B) of the same sample
at the same time ft, {r?(tw)} and {riB(tw)}. Here, (...)
refers to the thermal average, computed as the average over
all the clones of the same sample, while =~ refers to
the average over all the samples with the same preparation
procedure. To increase the statistics, the thermal average of
Ap is computed using all the N.(N, — 1)/2 possible couples
of A and B clones, but the error bars are computed by taking
into account the correlations between pairs using the jackknife
method [38].

Both quantities are computed for particles in the middle
region of the sample (the region in-between the two horizontal
lines in Fig. 8). In this region, the density and relative
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FIG. 3. Emergence of slow vibration dynamics. (a) Aging effects
in A(t + ty,t) for VD glasses obtained with éyp = 2 x 10~°. For
each temperature, we plot four values of 1, (2'6,28,220,222)  all
of them corresponding to the regime where the ballistic part has
converged to the same curve. (b) Aging effects in Aag(ty).

concentration of the two particle types are both constant [34],
allowing boundary effects to be avoided. The displacement of
the center of mass of the whole sample is removed. Both ob-
servables are averaged over clones and, unless otherwise spec-
ified, over multiple samples prepared with the same protocol.

II. RESULTS

A. Clones are prepared in an ergodic state

We begin by discussing the behavior of A(f + t,%y) and
Apg(ty) for samples at the clone preparation temperature
Taone (see purple squares in Fig. 3). Because clones have
been prepared well below T,, no diffusion is observed in
our simulation time windows, meaning that the averaged cage
size A of the material at each temperature can be extracted
from the plateau value of A(t + ty,ty) at long ¢, as shown in
Fig. 3(a). On the other hand, Aap(#y) reach a constant value at
long times [see Fig. 3(b)] that precisely coincides with A* [it
can be better appreciated in Fig. 4(b) where both observables
are plotted superimposed]. The convergence of these two
quantities in the long time limit means that a single trajectory
of the system samples, at long times, the same states that are
sampled by two independently prepared clones. This indicates
that the glass basin is comprised of well-defined internal cages
which are ergodically sampled, and that vibrations of particles
remain weakly correlated [32,33,39].

B. Growing time scales upon cooling

Next, we study the behavior of A(f + ty,ty) and Aap(ty)
as a function of ¢, using different reference times t,, elapsed
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FIG. 4. Breakdown of the ergodicity. (a) The scaled A(r +
tw,ty)/ T forthelargest t,, = 2?2, at different temperatures. There is an
excellent collapse indicating that for large 7, the MSD is proportional
to temperature. (b) We compare A(f + ty,,) for t,, = 222 vs t with
Aap(ty) vs ty of Fig. 3. The onset where ASy = Aap(ty — 00) #
A(t — 00,1y, = 00) = A% corresponds to the emergence of aging
of Fig. 3(a).

after a sudden drop in temperature from Tijone 10 T < Teione
(Fig. 3). At small values of t,,, one expects a sharp nonequi-
librium response of A(f + ty,ty) and Aag(ty) to the change
of temperature: this is manifested both at small ¢, during the
ballistic exploration of the cages, and at long ¢ in the plateau
region. The value of the plateau evolves from the typical cage
size at the preparation temperature (at very small t#,,) to the
new temperature one (longest #,) (see Fig. 3). In addition, as
we show in Fig. 4(a), the limiting long-t,, curves at different
temperatures can be roughly collapsed in a single curve by
dividing them by the temperature, which suggests that the size
of the cages increases linearly with temperature. However, the
typical time it takes to the system to converge to this long-t,
plateau depends drastically on the final temperature. This is
more clearly seen by plotting A(f + ty,t,)/ T fort = 22 [i.e.,
the long-¢ limit of the mean square displacement (MSD)] as
function of #, [see Fig. 5(a)]. While at high temperatures the
plateau converges rapidly to its final value, this convergence
slows significantly as the temperature is decreased. In order
to quantify this effect, we extract the time t such that for
tw > T, the value of AQ% + tw,tw)/ T is consistently below
a threshold [dashed line in Fig. 5(a)]. We fixed the threshold
to 0.2 for all the samples. The errors are obtained using the
jackknife method [38]. We show 7 as a function of T, for
glasses prepared by different protocols in Fig. 5(b), finding
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FIG. 5. Convergence to the plateau. (a) The plateau height [long-
t limit of A(t + t,ty)/ T, estimated by the largest available ¢] as
function of ¢, for different temperatures, extracted from the data of
Fig. 4(a). (b) The time 7 needed to fall below the dashed line in (a),
as a function of T for differently prepared glasses.

that these characteristic times grow very quickly in the vicinity
of well-defined temperatures that depend on how the material
was prepared. Of course, within this approach, the values of
T depend of the threshold chosen, and we observed that the
temperatures at which the sharp growth occurs also shift mildly
(effect included in the error bars). Nevertheless, the overall
picture remains the same.

Furthermore, the convergence to the final cage sizes
[Fig. 3(a)] slows at roughly the same temperatures at which
A(t + ty,ty) and Aap(ty) no longer converge to the same
plateau value at long times, as shown in Fig. 4(b). The large
time limit of both quantities, which we call A* and AS3,
plotted as a function of T [Fig. 6(b)], converge to the same
values at high temperatures (7 > 1072), while they clearly
separate at low temperatures. It is, however, important to note
that the relaxation time t [Fig. 5(b)] does not seem to diverge
at any finite temperature: instead, it saturates. One may wonder
whether this saturation is simply due to the finite size of the
system, in which case the value of t at low temperature would
increase with system size. Ruling out this possibility would
require a careful finite-size study, that we leave for future work.

C. Temperature threshold and inherent structure energy

We have seen that the long time limits A*° and A%}, separate
near a threshold 7%, indicating a loss of ergodicity within the
glass basin below this temperature, which is also associated
with the emergence of much slower aging dynamics. If we
examine each sample individually, we find that the value of
T* fluctuates strongly from sample to sample [Fig. 6(a)], and

=9
=
< .
=
< .
q
<
4.\
<1 1075 ]
oyp=2-10"% = Gyp=2-10"7 -
10—6 (SVD:Q- 10_5 e (SSCZQ- 10_4 ]
Syp=2-10"6 dsc=2-10"2 =
107° 107 1073 1072
10-1 T
(c)
1072 T o b H} %
: f’f [N §
~ 10—3 L % # f
i :
1074 L

-3.98 -397 -3.96 -395 -3.94 -3.93 -3.92
Ers

FIG. 6. Exponential decay of T* with the inherent structure
energy of the samples. (a) Individual long time values of A* and
ASg, plotted versus T, for the 10 VD glass samples obtained with
8yp = 2 x 107°. The separation of A® and AS, happens at a strongly
sample-dependent temperature. (b) Averages of A* and A%} over
samples, plotted versus T, for different sample preparation protocols,
showing that the average separation temperature depends on the
preparation protocol and decreases for slower protocols. (c) Values of
T* as function of the inherent structure energy, as extracted sample by
sample for the different preparation protocols [different colors with
the same color code as in (b)], showing a high correlation between
EIS and T*.

it depends strongly on how the sample was prepared, as we
show in Fig. 6(b) by taking the sample averages.

To study systematically the dependence of T* on sample
preparation method and rate, we define it more precisely as
follows. We compute the temperature below which A* and
A3 become distinct in each sample, and the temperature for
which A®(T) = AXL(T = 107°), i.e., the point at which a
horizontal line equal to the zero-temperature value of A%}
intersects A®(T'). We define T* as the average of these two
estimations [indicated by the arrows in Fig. 6(a)], and we
associate to it an error given by half the difference of these two
estimations. The reason for this is that 7* does not correspond
to a sharp phase transition but rather to a crossover, therefore,
one cannot define 7* unambiguously. We show the results for
the T* of each sample in Fig. 6(c) as function of their inherent
structure energy, which is correlated with the cooling or depo-
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sition rate and is a proxy for glass stability [34,35]. In spite of
the large spread of the data points, we find that the values of the
logarithms of the 7* are correlated (the linear correlation coef-
ficient is 0.67) with the inherent structure energies of the sam-
ples, suggesting that the threshold temperature 7* decreases
with the inherent structure energy (roughly exponentially).
Based on this finding, we suggest that experimental ultrastable
glasses, that typically lie in energy minima below the ones ac-
cessible in our numerical simulations, would see the anomalies
discussed in this work strongly suppressed, as in that case T
would be extremely low or even absent.

D. Aging and heterogeneity of individual samples

We now investigate in greater detail the behavior of individ-
ual samples in the regime of times and temperatures where ag-
ing dynamics is slow. To this end, in addition to the mean square
displacements defined above, we introduce the displacement of
individual particles in two clones, u; (ty) o< [r(ty) — r2(ty)|%,
normalized in such a way that (1/N) D", (u;(ty)) = 1, and
following Ref. [33] we introduce a susceptibility

Zij[<ui(tw)uj(tw)> - (ui(tw)><u_/'(tw))]
3ol (1)?) — (ui(1))?]

that is equal to 1 if u;(#,) and u;(t,) are uncorrelated for all
i # j, while otherwise it gives an estimate of the correlation
length of particle displacements (raised to an unknown power).
It has been suggested by previous work [28,31,32] that, below
the threshold T*, the system might be “marginally stable,”
i.e., characterized by a diverging correlation length of particle
displacements, and a diverging yagp, also associated to delocal-
ized soft vibrational modes [40,41]. However, Ref. [33] found,
in a system similar to ours, that xsp always remains small,
suggesting that the low-temperature phase is not marginally
stable.

In Fig. 7 we report the aging behavior of Aap(ty) and
xaB(tw) for two individual representative samples, labeled
as samples 1 and 9. In sample 1, we do not observe aging
in either Aag(#y) or xap(tw), which are independent of .
The susceptibility displays only a moderate increase upon
decreasing temperature below 7*", which is consistent with
the results of Ref. [33]. In sample 9, instead, we observe
strong aging in A zp(ty,) around T*®, and correspondingly the
susceptibility increases by a factor of about 20 at intermediate
timesand T ~ T*®, before relaxing to smaller values at longer
times.

To provide a real space interpretation of these findings, in
Fig. 8 we display snapshots of the displacement field (u; (#y)),
averaged over clones, for the same two representative samples,
at several values of 7' and t,,. Both samples display, during the
aging, a collective displacement of the upper part of the sample,
corresponding to a global increase of density upon cooling (an
effect related to the existence of a free surface), as well as
clearly visible localized defects. The main difference between
the two samples is that in sample 9 the surface process leads
to greater displacement between clones, indicating that this
process happens in a more heterogeneous way from clone to
clone, leading to the stronger aging visible in both Ap and
xaB- The localized defects are compatible with those observed
in Ref. [33] and lead to a separation of A® and AR} at low

XaB(tw) = .3

iT*(l) )

1075 107* 1073 1072 107° 107* 107% 1072
T T

5

FIG. 7. Aging behavior of two representative samples. Values
of xap(fw) (top) and of Apg(ty), A% + ty,t,) (bottom) for two
representative VD samples obtained with 8yp = 2 x 107°, plotted as
a function of temperature 7 for several values of #,,. The two samples
(labeled 1 and 9) have e{y = —3.9522 and efg’ = —3.9628. Sample
1 displays no aging aside from the one related to the convergence of
AQ2% + t,,t,,) to its long time limit at low 7 and only a moderate
increase of xap upon lowering temperature. Sample 9 displays strong
aging around its 7%, accompanied by a large growth of xagp.

temperatures that is not accompanied by aging nor by a large
xaB- We thus conclude that the system is not marginally stable
below T*.

III. DISCUSSION

We have identified, independently for each sample (or glass
basin), a threshold temperature 7%, located deep in the glass
phase. Around this temperature, the aging dynamics after a
quench becomes slow, and vibrational heterogeneity is en-
hanced. Below T*, aging dynamics remains slow, and localized
defects appear, similar to the ones reported in Refs. [33,42].
The threshold, however, does not correspond to a sharp phase
transition and excitations are localized below 7*.

Our main result is that 7* markedly decreases with de-
creasing Ejg and thus increasing film stability [34,35]. Hence,
ultrastable glasses with low Ejg are also predicted to display a
very low T* and thus remain normal solids down to extremely
low temperatures. Our results qualitatively agree with previous
studies [32,33], but they are obtained for nonequilibrium
films, formed through realistically simulated liquid cooling
and physical vapor deposition processes, that sit higher in the
energy landscape [37].

The theoretical interpretation of our findings is challenging.
Localized defects of different nature have been discussed in the
context of glasses (see, e.g., [1-7,43-46]), and our findings
could be related to at least some of those theoretical proposals.
Future work should clarify these connections, both by addi-
tional numerical simulations and analytical calculations. The
emergence of slow dynamics at low temperature, accompanied

015602-5



SEOANE, REID, DE PABLO, AND ZAMPONI

PHYSICAL REVIEW MATERIALS 2, 015602 (2018)

Si T=10"° 3.10*~7) 5-107° 51072

— 216

2%

— 222

2%

Sg T=10" 3.104~7 5.107 51072

— 216

ty

— 222

by

FIG. 8. Snapshots of the displacement field. The displacement
field (u;(tw)), averaged over clones, is shown for the same two repre-
sentative samples as in Fig. 7. For each particle 7, the corresponding
displacement is shown as a circle centered in the particle position,
whose area is proportional to (;(#y)). The colors help visualizing the
largest displacements. Sample 1 displays only localized defects, while
sample 9 displays, at intermediate times and 7 ~ T*®, a collective
displacement of the upper part of the sample.

by the nontrivial change in the vibrations of the particles, is
reminiscent of the mean field scenario where these features
are consequences of an underlying phase transition, called the
Gardner transition [47,48], which separates a high-temperature
normal solid and a low-temperature marginally stable solid.
While our results, similarly to those of Refs. [33,42], suggest
that no sharp phase transition takes place in our samples, one
could speculate that the localized excitations we identified are
some kind of “vestige” of an avoided Gardner-type transition.
Because numerical simulations of hard sphere (colloidal)
glasses are instead consistent with the existence of a transition
[32], it becomes very important to understand which systems
display such a transition and which do not, and why. This is
a very important direction for future work, analytical [49-53],
numerical [31-33,42,54], and experimental [39,55].

In conclusion, our observations may explain why some
anomalies characteristic of amorphous solids are suppressed in
ultrastable glasses, but more work is needed to relate precisely
the anomalies observed in our numerically simulated samples
to the ones observed in experiments [18—22]. Moreover, finite-
size effects, and in particular the dependence of our results on
films’ thickness, remain to be investigated.
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APPENDIX A: DETAILS OF THE SYSTEM

We work with films of a binary mixture of N = 1200, two-
dimensional Lennard-Jones particles of types 1 and 2 (where 1
is more common with concentration x; = N;/N ~ 65%) that
interact with a third type of particle 3 that act as a fixed substrate
at the bottom of the simulation box. The upper boundary
in the vertical axis remains open and we consider periodic
boundary conditions in the direction parallel to the substrate.
The interaction potential between particles of two species «, 8
separated by a distance r is

e pr) = e (%2) = (%]

o.p

for r < 70> and zero otherwise. The cutoff distances are

(A1)

rot s = 2.50,44, being the particle diameters o1, = 1.00,
02 = 0.880’, 033 = 0.60, 01 = 0.80’, 013 = 0.750’, 023 =
0.750. For the potential we use the values €] = 1.0¢, €3, =
0.5¢,€33 = 0.1€,€1, = 1.5¢,€13 = 1.0¢, €3 = 1.0€. All quan-
tities in the paper are shown in Lennard-Jones units, that is,
o, €, and mass m are equal to 1, and time is thus in units
of o4/m/e. Energies in the paper were measured without
shifting the potential to zero at the cutoff distance, a choice
that has no impact during the simulation considering that
updates in the molecular dynamics algorithm only depend
on the derivatives of the interaction potential uq g(r). The
discrepancies between the inherent structure energies of this
work and the ones shown in Ref. [34] come from the fact
that in the previous work, energies were rescaled to compare
configurations with exactly the same portion of type-1 particles
in the bulk. The temperature is fixed using a Nosé-Hoover
thermostat [56] with a temperature damping parameter 100A¢,
where the time step is here Ar = 0.005. Inherent structural
energies were calculated by minimizing configurations using
the FIRE algorithm with energy and force tolerances of 10~!°
[57]. All simulations were performed using LAMMPS [58].
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Because €, is higher than €;; and €, the most stable
configurations tend to maximize the 1 — 2 interactions, which,
considering that type 1 particles are more abundant, tends to
displace the particles of type 1 towards the surface, creating
a clear nonhomogeneity along the axis perpendicular to the
substrate. In order to avoid the effect of these two boundaries,
all the quantities computed in this paper were measured using
only the particles in bulk, which corresponds to the central
60% region (see, for example, the region in-between the two
horizontal lines in Fig. 8 of the main text). The number of
particles in the bulk varies from sample to sample, but it
remains equal to Npyx ~ 660-670.

APPENDIX B: PREPARATION OF GLASS SAMPLES

We prepare glass configurations following two distinct
protocols: slow cooling from the liquid phase (SC) with two
distinct cooling rates 8sc =2 x 107 and 8sc =2 x 107
down to Tt = 0.05, and a protocol mimicking the vapor depo-
sition (VD) procedure using four different particle-deposition
rates dyp with substrates at different temperatures 7;. The
details concerning this protocol can be found in Ref. [34];
we selected for each deposition rate dyp the value of T that
corresponds to the lowest inherent structure energy of the
resulting glass, which gives T, = 0.18 at Syp =2 x 1073,
T, =0.16 at Syp =2 x 1075, T, = 0.14 at Syp =2 x 1079,
and T, = 0.16 at yp = 2 x 10~7.

Following each protocol, we prepare N; independent
glasses (to which we will refer here as samples), each corre-
sponding to a distinct glass basin in the energy landscape. We
have considered Ny = 10 for all the cases with the exception
of the VD glasses obtained with the slowest particle deposition
rate, where only five samples were considered. We define
the inherent structure (IS) of a configuration as the energy
minimum that is reached by minimizing the energy starting
from that configuration [59]. The different protocols allow
us to produce glasses with a wide range of inherent structure
energies Eig [Fig. 1(b) in the main text].

APPENDIX C: CLONING PROCEDURE

To study the vibrational anomalies of a glass basin, for
each of these samples, we create N, clones, which correspond

to different configurations of the same glass state, using the
following procedure:

(i) We first cool the initial configuration instantaneously
to T = Tgone = 0.05, and let it relax until we observe no
more aging in the height of the plateau (during 2'* time
steps). This temperature is chosen because for T < Tijone,
E\s becomes independent of temperature for all the samples,
and furthermore no diffusion is observed at T, (With the
exception of the samples prepared by the fastest cooling and
deposition rates, i.e., dsc = 2 X 10~* and 8yp =2 x 1073,
respectively, where some diffusion is still observed at this
temperature at long times). These two observations imply
that at T¢jone the configurations are trapped into well-defined
glass basins, which is not always the case at the preparation
temperature (7; or 7T, depending on the protocol), where
residual diffusion and inherent structure energy variations are
observed in some samples.

(i) Stable glass configurations obtained at 7T¢jone are then
cloned by performing N. = 200 short independent simulations
assigning to each configuration a set of independent random
velocities drawn from the Maxwell distribution at Tgjope, as
shown in the inset of Fig. 1 in the main text. The length of these
simulations is chosen to be longer than the ballistic regime,
to let the particles explore their inner cages (of average sizes
A®). In our case, 2'9 [the vertical dotted line in Fig. 2(a)
in the main text] satisfied these requirements for all our
samples.

The clones thus represent independent configurations of a
same sample at the cloning temperature T¢jope-

APPENDIX D: INSTANTANEOUS QUENCHES
IN TEMPERATURE

Now, starting from each of these clones, we perform
instantaneous quenches to lower temperatures. That is, we
rescale the velocities of the particles in such a way that
the kinetic energy corresponds to a temperature 7 < Tgjope,
and then we use standard molecular dynamics to follow the
evolution of the system, keeping the temperature fixed by a
Nosé-Hoover thermostat [56]. The initial time corresponds to
the time of the quench, and we call #,, the time elapsed since the
quench.
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