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Correlation between surface reconstruction and polytypism in InAs nanowire selective area epitaxy
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The mechanism of widely observed intermixing of wurtzite and zinc-blende crystal structures in InAs nanowire
(NW) grown by selective area epitaxy (SAE) is studied. We demonstrate that the crystal structure in InAs NW
grown by SAE can be controlled using basic growth parameters, and wurtzitelike InAs NWs are achieved. We link
the polytypic InAs NWs SAE to the reconstruction of the growth front (111)B surface. Surface reconstruction
study of InAs (111) substrate and the following homoepitaxy experiment suggest that (111) planar defect
nucleation is related to the (1 × 1) reconstruction of InAs (111)B surface. In order to reveal it more clearly, a
model is presented to correlate growth temperature and arsenic partial pressure with InAs NW crystal structure.
This model considers the transition between (1 × 1) and (2 × 2) surface reconstructions in the frame of adatom
atoms adsorption/desorption, and the polytypism is thus linked to reconstruction quantitatively. The experimental
data fit well with the model, which highly suggests that surface reconstruction plays an important role in the
polytypism phenomenon in InAs NWs SAE.
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I. INTRODUCTION

III–V nanowires (NWs) on silicon are important building
blocks for future electrical and optical devices [1,2]. Basically,
they can be fabricated either by a vapor-liquid-solid (VLS) [3–
8] or a noncatalytic approach, in which selective area epitaxy
(SAE) is especially an attractive method for its compatibility
to the complementary metal-oxide semiconductor (CMOS)
process [9,10]. Irrespective of the growth method, wurtzite
(WZ)/zinc-blende (ZB) polytypism phenomenon caused by
(111) planar defects (PDs) are widely observed [11–25], which
could cause a key challenge for applications [26–29] but also
make interesting polytypic structures possible [30,31].

Polytypism is a fundamental topic in crystal growth [32,33],
and NWs epitaxy provides an ideal study system, since other
types of threading defects are normally absent. Great progress
has been made in crystalline phase control in NW VLS
growth. For a wide range of III–V NWs, the crystal structure
can be engineered from ZB to WZ using the parameters
like temperature, V/III ratio, growth rate, doping, and NW
diameter [5,12,17–20,22,34–42]. It is generally related to the
affinity between the ZB and WZ phase in critical energy
during nucleation in the (111) or (0001̄) basal plane, which
is the growth front for most III–V NWs [43,44]. A classic
nucleation model is widely adopted to explain the experimental
observation [14,45].

In contrast, most III–V NWs grown by SAE are still
troubled by a high density of randomly distributed PDs [46].
The only exception is the pure WZ phase InP NW, which can be
achieved by growing in (111)A orientation instead of normally
used (111)B and growth parameter tuning [28,47]. Some
work has been performed on Ga(In)As NWs by studying the
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impact of growth temperature but a pure crystal phase (either
ZB or WZ) has not been demonstrated [48–51]. Although
SAE provides a different perspective of this phenomenon
with no liquid phase involved [52–54], the understanding
of the details of the mechanism is still far from complete
[47,48,50,51,55,56]. Although surface reconstruction has been
suspected as a key factor that drives the polytypism in GaAs
NW SAE in some studies [47,48,51], it largely remains a
hypothesis and there is even less report about polytypism in
InAs NWs.

In this work, we study the control of polytypism in InAs NW
SAE and reveal its relationship to the reconstruction of NW
growth front (111)B surface. Facilitated by a method to quickly
extract the percentage of WZ phase (hexagonality) in InAs
NW using x-ray diffraction (XRD) [57], we systematically
investigate the influence of growth parameters on the crystal
structure of InAs NW in SAE. Wurtzitelike InAs NWs are
achieved based on this study. The mechanism of PD formation
and polytypism in NW SAE is studied, and the hypothesis
that the surface reconstruction of InAs (111)B impacts the
preference of crystal structure in nuclei is examined. An
investigation of the surface reconstruction is performed on
InAs (111)B substrate. The crystal structure of the homoepi-
taxial layer is surface reconstruction dependent. Moreover,
the hexagonality in InAs NW can be linked to the growth
conditions quantitatively by a model considering the surface
reconstruction of the nuclei. The model is finally assessed by
the experimental input.

II. EXPERIMENTAL DETAILS

InAs NWs were selectively grown on Si (111) substrate
by a metal-organic vapor phase epitaxy (MOVPE) tool, using
tertiarybutylarsine (TBAs) and trimethylindium (TMIn) as the
arsenic and indium source respectively. The Si substrate was
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covered by a 20-nm-thick SiO2 layer, in which holes with
diameters ranging from 200 to 350 nm with different pitches
are patterned before the InAs growth. A variety of growth
parameters were used. A nucleation step was used to increase
the vertical NW yield. Unless otherwise stated, the TMIn flow
rate was kept at 1μmol/min. In order to guarantee a sufficient
amount of InAs for characterization, growth time was varied
to obtain an equivalent total TMIn flow injection of 60 μmol
for different flow rates. More details of the growth can be
found elsewhere [57]. Meanwhile, a surface reconstruction
study was conducted on a 2-in. InAs (111)B substrate in a
Riber molecular-beam epitaxy (MBE) system equipped with
valved cracker cells of As. Reflective high-energy electron
diffraction (RHEED) was performed to analyze the surface
reconstruction. InAs (111)B substrate was first deoxidized at
temperature of 630 °C under As4 flux until a clear (1 × 1)
reconstruction was observed in RHEED. Then the transition
between (1 × 1) and (2 × 2) reconstructions was studied by
varying the temperature and As4 flux rate. The temperature
was read and calibrated from a pyrometer.

InAs NWs were characterized by an FEI NOVA200
scanning electron microscope (SEM). To study the PD density,
or hexagonality in the InAs NWs, high-resolution XRD
(HR-XRD) was performed on a PANanlytical X’pert PRO
diffractometer equipped with a Cu Kα radiation source and a
Ge (220) four-bounce monochromator. Transmission electron
microscopy (TEM) was done on a Tecnai F30S TEM working
under 300 kV. Images were taken along 〈110〉 zone axis
in order to reveal the (111) PDs. Grazing-Incidence XRD
(GIXRD) was performed on beamline BM25B, ESRF, with
x-ray wavelength of 0.0826 nm [58]. InAs (111)B surface was
investigated by a Bruker Edge atomic force microscope (AFM)
under tapping mode.

III. CONTROL OF POLYTYPISM IN InAs NW SAE

The method to extract the PD frequency in SAE InAs NWs
by XRD [57] facilitates systematic study of the impact of
growth parameters (growth temperature, V/III ratio, growth
rate, etc.) on polytypism. A series of experiments were
conducted for this purpose, and the details of the growth pa-
rameters can be found in Table I. In the first set of experiments,

TABLE I. Details of growth parameters used in the studies of
growth temperature, V/III ratio, and growth rate, respectively. A
nucleation step was applied for each growth. Other growth parameters
are the same.

Temperature TBAs flow TMIn flow V/III
(°C) (μmol/min) (μmol/min) ratio

Growth 505
temperature
study

550 370 1 370
575
605

V/III ratio 31 31
study 565 124 1 124

370 370

Growth rate 185 0.5
study 550 370 1 370
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FIG. 1. XRD 2θ -ω scan of InAs NWs grown under a variety of (a)
temperatures, (b) V/III ratios, and (c) group-III flow rate (μmol/min).
Details of the growth parameters are shown in Table I. (d) XRD 2θ -ω
scan of InAs NW grown under growth condition that best favors WZ
phase (605 °C, V/III = 31/0.5), The peak positions corresponding
to ideal ZB and WZ InAs are represented by dashed lines. (e) The
HRTEM picture of an InAs NW from the latter sample. The NW is
largely in WZ phase with occasional stacking faults. The inset FFT
pattern confirms hexagonal crystal structure. (f) Tilted view SEM
image of the WZ phase InAs “NWs”; inset shows a single NW with
top dome shape in higher resolution.

Samples were grown under different growth temperatures from
490 to 605 °C, while the V/III ratio was 370 and other parame-
ters were kept the same. HRXRD 2θ -ω scans were performed
on these samples and are shown in Fig. 1(a). The reference
Si (111) peaks are omitted to highlight the difference of InAs
peaks, and the theoretic Bragg angle of ZB (111) and WZ
(0002) InAs are indicated by a dashed line. There are two types
of InAs peaks. The first one always stays at the ZB position ir-
respective of samples. It is related to the by-products (irregular
blocks and coalesced islands) of InAs NW growth. In contrast,
the other kind of peak locates at a variable position in between
ZB and WZ diffraction position, which is the diffraction of
the polytypic InAs NWs and termed as “mixed-phase peak.”
A detailed discussion about this double peak phenomenon
can be found in Ref. [56]. The mixed-phase peak moves to
a lower angle when a higher growth temperature is applied.
This indicates that the InAs NWs become more hexagonal with
increasing growth temperature. In the meantime, the effect of
the V/III ratio is also studied in a similar manner. Here, the flow
rate of TBAs was altered while the TMIn flow and other param-
eters were kept constant. The growth temperature was 565 °C.
HRXRD results are shown in Fig. 1(b). The InAs NW peak
shifts to the lower angle values as the V/III ratio decreases.
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Hence, higher hexagonality is obtained with lower V/III ratios.
Besides, the influence of growth rate or TMIn flow rate is stud-
ied as well, where both the group-III and group-V flow rates
were changed simultaneously while the V/III ratio was kept at
370. The growth temperature was 550 °C and other parameters
were the same. Similar to the results shown previously, the
InAs NW peak shifted to the hexagonal region for smaller total
flow rate [Fig. 1(c)]. Interestingly, all these trends are similar to
that reported in VLS growth [22]. However, in contrast to VLS
growth, the NW diameter has little impact on hexagonality in
SAE. For InAs NWs prepared under the same condition with
diameters ranging from 30 to 350 nm, it is found that their
hexagonalities are nearly the same by both HRTEM and XRD
[24,57]. It should be attributed to the absence of liquid droplets
and thus less impact of the Gibbs-Thompson effect [35,59].

Combining the previously mentioned factors, by using high
growth temperature (605 °C), low V/III ratio, and small group
III flow rate (i.e., III/V = 31/0.5), WZ-like InAs NWs were
obtained. As shown in Fig. 1(d), the InAs NW mixed-phase
peak is very close to the ideal WZ position, and the hexagonal-
ity is identified around 93% using our quantitative model [57].
The HRTEM picture in Fig. 1(e) and the corresponding fast
Fourier transform (FFT) pattern shown in the inset confirms
the NW is largely composed of a WZ structure with occasional
stacking faults, which agrees well with the XRD results.
The NWs are dome shaped [Fig. 1(f)], composed of {11̄00},
{101̄1̄}, and {0001̄} facets. Interestingly, this morphology is
similar to the widely studied wurtzite GaN NWs [2]. Due
to the limited NW growth window, a compromise between
crystal structure engineering and NW morphology needs to
be reached. Further optimization is possible by adding more
parameters (like doping and growth pressure) into the matrix
or using pulse-mode growth techniques to further tune the
morphology [60,61].

IV. InAs (111)B SURFACE: THE VARIABLE

NW growth follows a layer-by-layer manner by fast lateral
expansion of single nucleus on growth front, unless the wire
is very wide [62–64]. On the {111}/{0001} basal plane,
there are two possible stacking positions for the nuclei: ZB
and WZ. For the III–V materials, the nucleation at the WZ
site introduces additional energy due to the third-nearest-
neighbor interaction (stacking fault energy). In this section,
the reason a WZ segment would form in the ZB lattice
is interpreted qualitatively in the classic nucleation model.
Surface reconstruction is highlighted as an important factor
that impacts the nucleation in NW SAE.

A. PD nucleation in NWs

The classic nucleation model [65,66] has been widely
accepted to explain the polytypism phenomenon in NW, at
least for VLS growth [13,14]. For a nucleus in circular shape
with unit area per atom sc, the critical energy of nucleation
(barrier energy) is

�G∗ = πγ 2sc

�μ − �σsc

, (1)

where �μ is the supersaturation, �σ is the interface energy,
and γ is the edge energy.

The critical size, which corresponds to the energy barrier, is
an important concept. Classic theory treats nuclei smaller than
critical size as unstable clusters. In other words, the crystal
structure of the nucleus is determined as it becomes stable
at critical size. The preference over ZB or WZ nucleation is
determined by their respective critical energies. In the case of
ZB nucleation on ZB substrate, ideally, there is no interface
energy. In contrast, for WZ nucleation on the ZB crystal,
i.e., the PD formation, an extra stacking fault energy σF is
introduced. Therefore, for ZB and WZ nucleation the energy
barriers are as follows:

�G∗
ZB = πγ 2

ZBsc

�μ
, (2)

�G∗
WZ = πγ 2

WZsc

�μ − σF sc

, (3)

where γZB and γWZ are the edge energy of ZB and WZ nuclei,
respectively.

In the first impression, additional stacking fault energy
makes the WZ phase less favorable during nucleation. It is the
lower edge energy of WZ phase nuclei that compensates for
the stacking fault energy penalty, and makes the crystal phase
altering from ZB to WZ possible [13,14,59]. The crystal phase
of each newly formed layer in NW is determined by that of
the nucleus. The hexagonality of NW is thus related to the
nucleation probability of WZ crystals [67].

More variables need to be considered in VLS growth based
on this simplified model due to the involvement of the liquid
droplet. It has been reported that the nucleation prefers to
happen at the edge of the liquid (triple-phase line) due to the
saved energy by replacing part of the liquid-vapor interface
by a nucleus-vapor interface [14]. Hence, it brings more a
complex equation containing the geometric information of
liquid versus nucleus. Therefore, apart from supersaturation,
the shape of the liquid droplet (size and contact angle) also
plays a great role in the crystal phase of NWs [23,35,68,69]. It
should also be noticed that a ZB substrate is assumed for the
equations above. However, on the NW growth front, the crystal
structure of the “substrate” is polytypic due to PD piling up in
NWs and interface energy could change accordingly [70,71].
All studies until now have been limited to the qualitative or
semiquantitative stage due to lacking knowledge about the
edge energies and the difficulty in real-time measurement of
the geometry between liquid and nuclei.

In SAE, the solid-vapor surface should be considered
instead of the solid-liquid interface in VLS growth for
nucleation. It is well known that the positions of atoms at
the surface are varied from their bulk counterparts due to the
relaxation (surface reconstruction) for energy minimization
[72]. Therefore, the energies of the nuclei-vapor surface
and the nuclei-substrate interface are in turn varied. The
assumption of constant surface/interface energy is not true for
SAE. The interface energy �σ ′ and surface energy difference
between nucleus top and initial substrate surface �γS(111)B are
both surface reconstruction dependent. This would introduce
another significant variable in nucleation energy. The energy
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FIG. 2. Schematic atom and bond diagram of (2 × 2) and (1 × 1)
surface reconstructions, where As and In atoms are represented
by purple and brown spheres, respectively. (1 × 1) is nominally
unreconstructed, while (2 × 2) has As trimers on top [81].

barrier for nucleation is then expressed as

�G∗ = πγ 2sc

�μ − (�σ ′ + �γs(111)B)sc

. (4)

Obviously, the nucleation barrier is significantly influenced
by surface reconstruction as well. Specifically, if the interface
energy �σ ′ for WZ nuclei (stacking fault energy) is reduced
or even becomes negative, PD and “metastable” crystal
phase formation would be possible. Density functional theory
calculation indeed reveals that the stacking fault energy is
surface reconstruction dependent on GaAs (111) B [73].
Accordingly, it has already been demonstrated that twinning
GaAsSb or GaAs layers forms under GaAs (111) B (2 × 2)
reconstruction while the twin formation is suppressed when
the surface is (

√
19×√

19) reconstructed [74–76]. Higher
twin density is also observed in GaAs NW SAE at lower
growth temperature, which is attributed to the (2 × 2) surface
formation [48,51]. Therefore, as the first step to understanding
the polytypic InAs NW SAE, the growth front InAs (111) B
surface needs to be analyzed.

B. Reconstruction of the InAs (111) B surface

The InAs (111) B surface presents two stable surface
reconstructions: the (1 × 1) and (2 × 2). It adopts (2 × 2)
reconstruction under the As-rich condition, while the (1 × 1)
shows up in inverse conditions (In rich) [77]. As shown in
Fig. 2, the (2 × 2) surface has additional arsenic trimers on top,
while the (1 × 1) surface is nominally unreconstructed [78–
82]. The transition between (1 × 1) and (2 × 2) reconstructions
is linked with the formation and desorption of arsenic trimers.

We used RHEED to characterize the transition between
surface reconstructions. InAs (111) B substrate was introduced
in the III–V chamber of a Riber MBE system, where the tem-
perature was controlled by a thermocouple and calibrated with
optical pyrometer. The sample was first deoxidized at 630 °C
with As4 pressure of 1 × 10−5 Torr until the surface shows
a clear (1 × 1) reconstruction [Fig. 3(a)]. The temperature
was then gradually decreased while As4 pressure was kept
as 1 × 10−5 Torr until the (2 × 2) reconstruction RHEED
pattern was clearly observed [Fig. 3(b)]. The corresponding
transition temperature was recorded. The same procedure was
then performed for varied As4 pressures from 1 × 10−5 to
4 × 10−6 Torr. It should be noticed that the transition between
these two reconstructions is reversible and there is a transition
state in between. The logarithm of As4 pressure is plotted

FIG. 3. (a),(b) RHEED patterns of (1 × 1) and (2 × 2) surface
reconstruction on InAs (111)B substrate, respectively. (c) InAs (111)B
surface reconstruction phase diagram. The As4 beam equivalent
pressure is plotted in log scale vs the reciprocal of temperature. The
phase boundary is determined by the clear appearance of (2 × 2)
reconstruction. A linear fitting is done on the phase boundary with an
activation energy 1.29 eV extracted. It should be noticed that there is a
transition state between the two states, which is plotted schematically.
The typical (1 × 1) and (2 × 2) conditions used for InAs homoepitaxy
are marked by stars in the picture as well.

as a function of the reciprocal of transition temperature in
Fig. 3(c), which constructs the phase diagram of these two
surface reconstructions. As expected, a (2 × 2) surface shows
up under low temperature and high As4 pressure As-rich
conditions. In this Arrhenius plot, the activation energy of
the transition can be obtained around 1.29 eV by linear fitting
of the data points [red line in Fig. 3(c)]. Its physical meaning
will be discussed later.

C. Homoepitaxy on InAs (111) B

The impact of surface reconstruction on nucleation is then
analyzed. For this purpose, InAs homoepitaxy on (111)B
surface is performed under typical (1 × 1) and (2 × 2)
conditions. For (1 × 1) condition, As4 overpressure was
3 × 10−6 Torr and temperature was 520 °C, while (2 × 2) was
1.2 × 10−5 Torr and 470 °C. The conditions are marked in the
phase diagram in Fig. 3(c). The nominal growth rate was kept
the same at 0.026 nm/s and growth time was 20 min. AFM
was then conducted on these two samples, and their 10 μm ×
10 μm microscopy pictures are shown in Figs. 4(a) and 4(b),
respectively. Both samples show rough surface and evidence
of island coalescence. In the sample grown under (1 × 1) type
conditions, the surface is full of islands with irregular shape. In
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FIG. 4. AFM morphology pictures of InAs (111)B homoepitaxy
under typical condition of (a) (1 × 1) and (b) (2 × 2) surface
reconstructions, respectively. (c) InAs (1 0 L) CTRs of these two
samples, plotted in black and red respectively. The green, purple,
and blue dashed lines indicate the characteristic peaks for pure
ZB, twinned ZB, and pure WZ phase diffractions respectively. (d)
Schematic plot of atomic chains of ZB, twinned ZB, and WZ
structures in [111]/[0001] direction. The cubic and hexagonal layers
(PDs) are denoted as C or H, respectively.

contrast, the (2 × 2)-type growth results in merged pyramids,
consisting of atomic steps.

To analyze the crystal structure of the homoepitaxial layer,
synchrotron GIXRD was conducted on these samples with
a grazing angle of 0.3°. It is known that WZ and ZB
phase crystals have different diffraction patterns due to their
distinctive structure factors [83–85]. For convenience, a set of
hexagonal coordinates based on a hexagonal unit cell defined
by a = [1/2,0,−1/2]cubic, b = [0,−1/2,−1/2]cubic, and c =
[−1,−1,−1]cubic are used here. The measured InAs (1 0 L)
crystal truncation rods (CTRs) of (1 × 1) and (2 × 2) samples
are shown in black and red, respectively, in Fig. 4(c), where
background intensities have been subtracted. The diffraction
peak positions corresponding to the ZB phase (L = 1, 4, and

7), the twinned ZB (L = 2, 5, and 8), and the WZ phase
(L = 1.5, 3, 4.5, 6, and 7.5) are indicated by green, red, and
blue dashed lines, respectively. Their crystal structures are
schematically plotted in Fig. 4(d). It should be noticed that the
twinned ZB here denotes the crystal structure that mirrors or
has 180° plane rotation regarding to the reference ZB structure.
It is caused by the introduction of an odd number of PD(s)
underneath and still can be viewed as ZB structure.

Both samples show strong ZB diffraction peaks, which
is mainly from the InAs substrate. The most significant
difference between these two scans is the unique presence
of WZ diffraction in the (1 × 1) sample. Nevertheless, this
series of WZ peaks have different intensities. It is known that
the integral intensity of a specific diffraction is a function of
structure factor, polarization factor, absorption factor, texture
factor, and multiplicities [86]. A rough estimation of the WZ
diffraction intensities is conducted based on structure factors
and corresponding polarization factors [87]. The calculated
intensity of (1 0 1.5), (1 0 3), (1 0 4.5), (1 0 6), and (1 0 7.5)
diffraction is 99.1%, 40.3%, 89.7%, 1.6%, and 22.8% of the
maximum intensity of diffraction, respectively. The trend of
the observed intensities agrees well with the calculated ones.
Therefore, the formation of WZ InAs in homoepitaxy under
typical (1 × 1) reconstruction is confirmed.

Apart from ZB and WZ diffractions, both samples also
exhibit considerable twinned ZB diffractions. Nevertheless,
it does not correlate to the number of twins in the epilayer,
because a single twin is sufficient to rotate the following crystal
segment by 180°, which will all contribute to the twinned ZB
diffraction. Besides, there are some differences in the tail of
the peaks between these two samples. It is attributed to diffuse
scattering, which is further related to the surface roughness
[88,89].

This polytypic growth in InAs homoepitaxy is related to the
nucleation step. PD nucleation has already been reported for
various III–V blanket growths on the {111}/{0001} surface
by MBE. Except for the twinning GaAs formation shown
in Sec. IV A, the ZB phase GaN forms under low growth
temperature and high V/III ratio. STM experiment confirms
it is related to PD nucleation [90]. In addition, PD nucleation
is also observed on InAs (111)B homoepitaxy, although in
a recrystallization manner. After high-temperature annealing
under an As atmosphere, widely spread twin islands were
observed by scanning tunneling microscope [81]. Here we
further confirm that on the InAs (111)B surface, the crystalline
preference in nucleation is surface reconstruction dependent.
WZ phase crystal is formed under (1 × 1) reconstruction
conditions while basically ZB under (2 × 2). As we will
show in the following sections, that is the starting point to
understanding the polytypism in InAs NW SAE.

V. IMPACT OF SURFACE RECONSTRUCTION
ON NW POLYTYPISM

In Sec. III, the dependence of NW hexagonality on
growth parameters is presented. Among all the parameters,
temperature and group-V partial pressure are critical in InAs
NW polytypism control. Coincidently, these two parameters
also govern the surface reconstruction of InAs (111)B. As we
have seen in Sec. IV, the surface reconstruction indeed has a
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FIG. 5. Schematic illustration of the surface reconstruction model
on InAs (111)B. Two processes are involved: (1) the adsorption of
As adatoms on (111)B surface, and (2) the reversible inter-change of
(1 × 1) and (2 × 2) reconstructions. As atoms in vapor phase are
represented by empty purple dots, and the adatoms by solid ones. We
assume the nuclei are either (1 × 1) or (2 × 2) reconstructed. The
nucleus with (1 × 1) reconstruction on top is plotted in green while
the (2 × 2) is in red. It should be noticed that the As atoms plotted
on (2 × 2) surface are in the form of As trimer which is chemically
bonded to the top (111)B layer. An event of breaking the bond in As
trimer on (2 × 2) surface and releasing an As adatom is illustrated as
well.

significant influence on crystal structure in the homoepitaxial
InAs layer on the (111)B surface. Hence, it is worth ana-
lyzing how surface reconstruction contributes to polytypism
phenomenon in NW SAE.

However, in NW SAE, the direct characterization of surface
reconstruction is difficult. In this section, we build a model that
links growth conditions to the surface reconstruction of nuclei.
This reveals the relation between polytypism in InAs NW and
the surface reconstruction of the growth front.

A. Surface reconstruction transition model

We first model the transition of surface reconstruction on
nuclei by an absorption model. As depicted in Fig. 5, the
first process that needs to be taken into account is the physical
adsorption of As adatoms (solid dots). It is a reversible reaction
with As atoms in the vapor phase (empty dots) which is termed
as process 1 in Fig. 5. We consider a Langmuir kinetics for
this adsorption process. The area concentration (i.e., fractional
occupancy of the adsorption sites) of As adatoms CAs is related
to the As partial pressure PAs by the equation

CAs = bPAs

1 + bPAs
; (5)

b is the equilibrium constant, which is related to the Gibbs free
energy of the physical adsorption. In the case studied here, the
As partial pressure can be replaced by TBAs or As4 flow rate
fAs since the steady state is reached in the reactor chamber.
Therefore, Eq. (5) can be rewritten as

CAs = bfAs

1 + bfAs
. (6)

With a determined As adatom concentration on the surface,
the second process to be examined is the transition between
(1 × 1) and (2 × 2) surface reconstruction itself (process 2 in

Fig. 5). Here we assume that the top of the nuclei is either
(1 × 1) or (2 × 2) reconstructed, that is, the possibility
of intermixing of these two reconstructions on a single
nucleus is excluded. Structurally, the difference of these two
reconstructions is the additional As trimer on the (2 × 2)
surface, which is chemically bonded to the (111)B surface
[Fig. 2(b)]. The formation of (2 × 2) reconstruction is related
to the chemical adsorption of As adatoms, a scenario similar
to what happens on the (2 × 2) reconstructed GaAs (111)B
surface [91,92]. The aforementioned transition of surface
reconstruction can be viewed as a reversible reaction with
As adatoms involved: As adatom + (1×1) � (2×2). If we
assume that the reaction follows a first-order rate equation, in
equilibrium, the reaction can be depicted as

kf CAsC(1 × 1) = krC(2 × 2), (7)

where CAs, C(1×1), and C(2×2) are the concentration of As
adatoms, (1 × 1) reconstruction area, and (2 × 2) area,
respectively. kf and kr are the forward and reverse rate
constants, respectively. The ratio kf

kr
has an exponential term,

that is, kf

kr
∝ exp(EA/kT ), where EA is the activation energy.

As adatom concentration has been already obtained in Eq. (6).
Therefore, combining Eqs. (6) and (7), the ratio between (1 ×
1) and (2 × 2) reconstructions is

C(2 × 2)

C(1 × 1)
∝ exp(EA/kT ) bfAs

1 + bfAs
. (8)

This model can explain the experimental result of surface
reconstruction shown in Fig. 3. In that experiment, the
boundary between (1 × 1) and (2 × 2) reconstruction is plotted
based on the appearance of characteristic (2 × 2) reconstructed
RHEED pattern. The boundary line in principle corresponds to
a (2 × 2) dominant surface. Without loss of generality, the ratio
of C(2 × 2)

C(1 × 1)
is set as a certain constant value for the boundary. In

other words, at the boundary we have

C(2 × 2)

C(1 × 1)
∝ exp

(
EA

kT

)
bfAs

1 + bfAs
= const. (9)

Because the adatom density CAs is normally very low [93–
95], as demonstrated in Eq. (5), it is reasonable to assume
bfAs � 1. Hence, the relationship between temperature and
As pressure at the boundary can be deduced from Eq. (9) as

lnPAs = A − EA

k

1

T
, (10)

where A is an arbitrary constant. This equation describes the
linear relationship between 1

T
and ln PAs, as demonstrated in

Fig. 3. The activation energy derived from the slope is actually
EA, the activation energy involved in process 2.

B. Relationship between hexagonality
and surface reconstruction

In Eq. (8) we got the probabilities of nuclei with the two
surface reconstructions as a function of temperature and TBAs
flow rate. The next step is to link this to the hexagonality in
InAs NWs. Based on the discussion in Sec. IV, we can make
an assumption that the (1 × 1) reconstructed InAs nucleus
on the (111)B surface tends to be in WZ phase while the
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FIG. 6. (a) The natural logarithm of cubic to hexagonal phase
ratio pc/ph is plotted as a function of reciprocal of growth temperature
under four sets of V/III ratios. Linear fitting is done on each
data set and corresponding activation energies are shown with the
corresponding color as well. (b) The ratio of ph/pc vs the reciprocal of
TBAs flow rate under three sets of growth temperatures. Linear fitting
is conducted on each data set with corresponding fitted parameters
shown respectively.

(2 × 2) reconstructed one will take the ZB phase. The NW
hexagonality is equal to the probability of PD nucleation due
to the layer-by-layer growth (i.e., the mononucleation event for
each layer). In this way, the hexagonality of the NW is finally
correlated to the probability of forming (1 × 1)-type and (2 ×
2)-type nuclei. The ratio between the ZB to WZ phases can be
deduced as

pc

ph

= C(2 × 2)

C(1 × 1)
∝ exp(EA/kT ) bfAs

1 + bfAs
, (11)

where pc and ph are the frequency of ZB (cubic) and WZ
(hexagonal) segments in InAs NWs, respectively. It is a
quantitative relationship between hexagonality of InAs NWs
and growth conditions. We are able to verify the model by the
input of hexagonality values extracted from XRD results [57].

First, the temperature effect is studied on InAs NWs grown
under varied V/III ratios ranging from 28 to 680. For this
purpose, Eq. (11) can be rewritten as

ln

(
pc

ph

)
∝ ln

(
bfAs

1 + bfAs

)
+ EA

kT
. (12)

For each V/III ratio, a series of growth temperatures were
applied ranging from 490 to 605 °C within the NW growth
window. The TMIn flow rate was kept at 1 μmol/min. The
ratio pc/ph in Eq. (12) can be obtained by 1−hex

hex , where hex is
the hexagonality value obtained from InAs mixed-phase peak
position in XRD. For each V/III ratio, the logarithm of ratio
pc/ph is plotted against the reciprocal of growth temperature
in Fig. 6(a). The activation energy values extracted from
these Arrhenius plots are shown in corresponding colors as
well. The activation energy obtained here is EA. Surprisingly,
irrespective of the huge difference in TBAs flow rate, the slopes
of all Arrhenius plots are nearly the same, indicating similar EA

values ranging from 1.36 to 1.51 eV. Since EA is directly linked
to the rate constant, this echoes the common knowledge that the
reaction rate constant is independent of reactant concentration
(i.e., TBAs flow rate). Besides, this EA value extracted from
the hexagonality experiment is very close to that obtained by
the surface reconstruction experiment (1.29 eV), which further
supports our model.

Next, this model is further validated in the analysis of the
V/III ratio. To this end, Eq. (11) is rewritten as

ph

pc

∝ exp
(−EA

kT

)
b

1

fAs
+ exp

(
−EA

kT

)
. (13)

InAs NWs were grown under varied V/III ratios under
three sets of temperatures [some of the data are shared with
the temperature study shown in Fig. 6(a)]. The ratio of ph/pc

is plotted as a function of reciprocal TBAs flow rate 1/fAs in
Fig. 6(b). Linear trends are observed irrespective of growth
temperature, which agrees with Eq. (13). The fitted equations
are also listed in the figure as well. It is interesting to notice
that the ratios between intercept and slope are nearly constant
around 0.012. This indicates that the parameter b is less
temperature sensitive. It could be due to that process 1 is
physical adsorption [96], and the energy term involved in b

is much smaller than that in process 2, which is chemical
adsorption with the formation of chemical bonds [97].

The quantitative agreement between experimental data
and the model strongly suggests that the polytypism in
InAs NWs is related to the reconstruction on InAs (111)B
surface, or strictly speaking, to the reconstruction of the
top surface of nuclei. In fact, the (1 × 1) surface is not
literally unreconstructed. Instead, both surface In and As atoms
are relaxed perpendicularly to the surface and the dangling
electrons from As anions on surface are transferred to the
second layer In cations [78,98]. In contrast, on the (2 × 2)
surface, while there are several components of relaxed surface
As atoms, the surface In atoms have little relaxation [80].
In consequence, one possible explanation is that the stacking
fault energy in (1 × 1) reconstructed nuclei could be changed
and even turned to negative by strain [99,100], and WZ phase
crystal structure becomes more favorable.

VI. CONCLUSIONS

In this work, the correlation between polytypism in InAs
SAE NWs and surface reconstruction of NW growth front
(111)B is identified. Followed by the study of the dependence
of the (111)B surface reconstruction on temperature and As
partial pressure, we first reveal that polytypism is related
to surface reconstruction in homoepitaxy on InAs (111)B
substrate. For InAs NW SAE, a model is built to link
hexagonality to growth conditions quantitatively, based on
the assumption that surface reconstruction governs the stable
crystal structure of nuclei. The good agreement between our
model and experimental data strongly support this hypothesis
and evidences this correlation.

Practically, the impact of various growth parameters on
polytypism is extensively studied in InAs NW SAE. It provides
a guide for crystal phase control. Based on this study, we
manage to control the crystal structure of InAs NW by SAE.
The WZ phase InAs NW with hexagonality of 93% is finally
achieved.
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