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Surface conduction in n-type pyrite FeS2 single crystals
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Pyrite FeS2 has long been recognized as a high potential photovoltaic material, due to its exceptionally
high optical absorption, low toxicity, and the abundance and low cost of its constituents. Despite the suitable
band gap (0.95 eV), minority carrier diffusion length (100–1000 nm), and short-circuit current density, power
conversion efficiencies in FeS2-based solar cells have never exceeded 3% however, primarily due to low open
circuit voltages (Voc ∼ 0.1 V). Surface phenomena have been implicated as the root cause of this low Voc,
recent experiments on n-type crystals providing evidence for surface conduction, including p-type surface
inversion. Here we report a detailed study of electronic transport in a large set (∼120 samples) of thoroughly
characterized vapor-transport-grown n-FeS2 single crystals, with both as-prepared and mechanically polished
surfaces. Abundant evidence for surface conduction is obtained from the temperature dependence of the resistance
and its anisotropy, the thickness dependence of the resistivity, the sensitivity to surface preparation, and the nature
of an observed surface insulator-metal transition. While the bulk transport is relatively reproducible, as-grown
crystals display striking diversity in surface behavior, which is suppressed by polishing. Via detailed analyses,
we demonstrate that the FeS2 surface conduction is truly two dimensional, that it can influence in-plane transport
even at room temperature, and that a p-type surface inversion layer can be unambiguously established, with no
possibility of artifacts from hopping conduction. A nonlinear Hall effect is also observed, allowing us to constrain
a two-channel conduction model we show capable of describing all field- and temperature-dependent transport
data. Combined with simple arguments, these results place limits on the thickness of the surface conduction layer,
which lie below ∼3 nm. Finally, in some crystals, for unknown reasons, the as-grown surface is definitively n

type. These results highlight that while surface conduction is clearly important in pyrite FeS2, and is gradually
yielding to understanding, additional work is clearly warranted to further understand and control it.
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I. INTRODUCTION

Large-scale deployment of photovoltaic technology, with
power generation capacity comparable to that of conventional
fossil-fuel-based systems, is a revolutionary prospect. While
ambitious, much progress towards this goal has now been
made, as evidenced by regional grid parity of solar-to-
electric power conversion technologies with existing power
production methods [1]. This progress has been achieved
primarily by improving efficiencies and lowering costs in
conventional crystalline-Si (c-Si) solar cells, although thin
film cells based on highly absorbing materials, such as CdTe
and CuIn1−xGaxSe2 (CIGS), have also gained momentum [1].
While these second-generation thin film photovoltaic materials
reduce materials costs, they also present disadvantages in terms
of the use of rare (e.g., Cd, Te, In) and toxic (e.g., Cd, Te,
Se) elements. This has led to a search for materials with
the high absorption of CdTe and CIGS, but the abundance
and low toxicity of c-Si [2]. One candidate in this regard
is pyrite FeS2, which not only has an outstanding visible
absorption coefficient (e.g., α = 6 × 105 cm−1 at 1.9 eV) but is
also comprised of abundant and nontoxic elements [2,3]. The
electronic properties of pyrite FeS2, which include a band gap
Eg = 0.95 eV, minority carrier diffusion length of 100–1000
nm, and room temperature mobility µ up to 360 cm2V−1s−1,
are also encouraging [3].
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Research on pyrite FeS2 as a photovoltaic material thus
has a significant history. FeS2 started to garner interest in
the mid-1980s, in fact, following the discovery of large
quantum yields (>90% at 1.26 eV) and very large pho-
tocurrent densities in photoelectrochemical cells based on
n-type FeS2 single crystals [3–5]. While these values are
impressive, they were accompanied by disappointingly low
open circuit voltages (Voc < 0.2 V), limiting solar-to-electric
power conversion efficiencies to <2.8% [3]. Single crystal
n-FeS2/metal Schottky devices were also studied, resulting in
large quantum yields (>70%) and short-circuit photocurrent
densities (30 mA/cm2), but again low Voc (<0.1 V), resulting
in power conversion efficiencies <1% [3,6]. Lastly, p-i-n type
devices with polycrystalline FeS2 thin films as the intrinsic (i)
semiconductor were attempted, using electrolyte/FeS2/TiO2

structures [7]. The motivation here lies with the potential to
use thin, highly absorptive i layers, minimizing the distance
photoexcited carriers must diffuse to reach the n/p interfaces.
Such structures resulted in quantum yields of only 10%, and
efficiencies <1%, due to poor interfacial electron transfer
[3,7].

One commonality uncovered in the above devices is the
importance of FeS2 surface preparation. The single crystal
photoelectrochemical cells, for example, which yielded the
record efficiency of 2.8%, only performed at this level when
operated with a particular I−/I3− redox system, at a specific
pH [3]. Similarly, the n-FeS2 Schottky devices required an
electrochemical proton reduction process at the FeS2 single
crystal surfaces prior to metal deposition to observe significant
photoeffects and rectification [6]. The p-i-n devices discussed
above also exhibited photocurrents and photovoltages heavily
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dependent on the pH of the electrolyte solution, e.g., 0.35 V
at pH = 1, increasing to 0.6 V at pH = 12 [7]. Based on
this evidence for the importance of surface chemistry, a
variety of surface characterization techniques were applied to
n-FeS2 crystals, such as low energy electron diffraction, x-ray
and ultraviolet photoelectron spectroscopy, and low energy
ion scattering [3]. Of particular interest, x-ray photoelectron
spectroscopy revealed pinning of the Fermi level near the
valence band edge at the FeS2 surface [8,9]. Surface electronic
states resulting from the lowered symmetry of surface Fe ions
(from octahedral to square pyramidal) were proposed as an
explanation for this Fermi level pinning, and the subsequent
0.65 eV band bending required to accommodate it [3,8,9].
These surface states were suggested to reside in the gap, above
the valence band maximum, potentially accounting for the
low photovoltages and high photocurrents of n-FeS2/metal
junctions via the creation of leaky tunnel barriers [3,8,9]. In
light of these findings, and in the absence of an immediate
solution, photovoltaic research on FeS2 dwindled.

Following a 2009 study on the economic viability of various
photovoltaic material candidates, where FeS2 was an obvious
standout due to the high elemental abundance and low cost
of Fe and S [2], research on FeS2 experienced a substantial
revival. While a few recent studies have characterized
FeS2 photovoltaic devices, confirming their relatively poor
performance [10–15], most have focused on fundamental
challenges with pyrite. These include: (i) Synthesis of high
quality, phase-pure, stoichiometric FeS2 crystals and films,
(ii) understanding and controlling doping in FeS2, and (iii)
understanding the surface phenomena that have plagued FeS2

devices. Considering phase purity and stoichiometry first,
note that non-negligible phase fractions of the marcasite
FeS2 polymorph, or nonsemiconducting phases such as
pyrrhotite Fe1−δS, have long been cited as potential causes
for poor solar cell performance in pyrite [3,16,17]. However,
a growing number of recent studies have claimed rigorously
phase-pure near-stoichiometric pyrite FeS2 crystals and
films by combining an array of characterization techniques,
including laboratory x-ray diffraction [10,11,13–15,18–26],
synchrotron x-ray diffraction [18,19,27], energy dispersive
spectroscopy [20,23,25,28], Raman spectroscopy [10,11,13–
15,18,20,23,25–28], x-ray photoelectron spectroscopy
[18–20,28], and magnetometry [15,18,20,23,25]. The latter is
particularly powerful due to the presence of magnetic order
in all Fe-S compounds other than diamagnetic FeS2 [20,23].
A consensus is thus emerging that while phase purity and
homogeneity are concerns in pyrite, they are likely not the
fundamental origin of poor FeS2 solar cell performance.

The issue of understanding and controlling doping in FeS2

has yielded fewer advances, although some progress has been
made. Recent work of our own, for example, has provided
a potential resolution to the “doping puzzle” in pyrite, i.e.,
the observation that unintentionally doped single crystals are
generally found to be n type, whereas unintentionally doped
thin films are typically p type [25]. That work involved a
broad study of a large set of FeS2 crystals and films, and
concluded, contrary to common belief, that high µ films can
certainly be n type, much like single crystals. As µ decreases,
an apparent crossover from n to p type was observed, based
on both Hall effect and thermopower measurements. This was

found to correlate with a crossover from diffusive to hopping
transport, however, which is known to artificially invert the
sign of Hall and Seebeck coefficients [20,23,25,29–35]. It
was thus concluded that the widely observed p-type behavior
in unintentionally doped low-µ FeS2 films can easily arise
as an artifact of hopping, providing a potential resolution to
the doping puzzle [25]. Many open issues remain, however,
including the true origin of the n doping in unintentionally
doped crystals and films, the occasional reports of high µ
p-type films (which cannot be explained by hopping) [10,36–
39], and the frequently encountered heavy doping and low
µ in pyrite thin films [13,18,19,23,25]. Of most relevance to
the current work, while S vacancies (VS) provide a viable
explanation for n doping [3,14,27], additional work to gather
stronger evidence is clearly needed.

In terms of understanding surface phenomena in FeS2,
substantial recent progress has been made by utilizing high
quality single crystals as model systems. Scanning tunneling
spectroscopy measurements on FeS2(001), for example, sug-
gest that the surface band gap can be as small as 0.4 eV,
substantially below the accepted bulk value of 0.95 eV, poten-
tially dropping the maximum photovoltage to <0.4 eV [40].
This surface gap lowering has also been evidenced from
density functional calculations, where Eg was found to be a
function of stoichiometry [41,42]. Low density states resulting
in an ill-defined conduction band onset are an issue even
in bulk pyrite, in fact [43,44]; this general area of research
clearly warrants further work. Recently, the impact of surface
phenomena on bulk electronic transport was also reported [27].
In an important advance, Limpinsel et al. observed surface-
dominated conduction at low temperature (T ) in polished
flux-grown FeS2 single crystals, after freeze-out of the bulk
n-type carriers [27]. This conclusion was supported not only
by the unusual T dependence of the resistivity, but also by
thickness scaling and surface treatment studies. Consistent
with the x-ray photoelectron spectroscopy findings discussed
above [8], Limpinsel et al. went on to conclude that the surface
Fermi level becomes pinned near the valence band maximum
in FeS2 single crystals, resulting in a p-type surface conductive
layer, potentially explaining the low Voc in pyrite solar cells
[27]. While the evidence for surface conduction presented is
strong, some uncertainty nevertheless remains over whether
the surface layer is definitively p type. Specifically, the primary
evidence for a p-type inversion layer in Limpinsel et al. derives
from suppression of the Hall coefficient at low T , where
surface conduction dominates. Although this can be captured
by a two-channel conduction model with an inverted (i.e.,
p-type) surface, the Hall coefficient itself did not clearly invert,
instead fluctuating between small positive and negative values
at low T . Further complicating matters, the surface layers in
that work were quite resistive, making it difficult to rule out
artificial inversion of the Hall coefficient due to the onset of
Efros-Shklovskii variable range hopping [20,23,25,29–32].

Another recent study of n-type FeS2 single crystals by
Caban-Acevedo et al. provided additional important informa-
tion [14]. That work combined T -dependent resistivity mea-
surements with optical spectroscopy and photoelectrochemical
studies, characterizing defect-related behavior in both the bulk
and surface of chemical vapor transport (CVT)-grown crystals.
Pinning of the surface Fermi level near the valence band edge

065403-2



SURFACE CONDUCTION IN n-TYPE PYRITE FeS2 . . . PHYSICAL REVIEW MATERIALS 1, 065403 (2017)

was again concluded, along with a high density of unknown
surface acceptors, although it was argued that this alone does
not satisfactorily explain the low pyrite Voc. The authors in
fact proposed that this situation should increase Voc, via the
creation of a buried p-n junction. Instead, a high density of
deep donor states in the bulk were implicated as the source
of the low Voc. Additionally, a clear change in character of
the resistivity and Hall coefficient was found at low T , not
dissimilar to that seen by Limpinsel et al., but was taken not as
evidence of surface conduction or surface inversion, but rather
as evidence for the onset of Mott variable range hopping among
bulk deep donors [14].

While these recent studies on high quality n-type bulk
single crystals of FeS2 thus advance the state of knowledge
in the field, there remain open issues. First, it is clearly
desirable to further document and confirm surface conduction
in pyrite crystals, ideally also answering questions about the
nature of that conduction. In what part of the phase space
is such surface conduction with respect to the insulator-
metal transition, for instance? What are the doping levels
and mobilities, and is the conduction metallic, diffusive, or
hopping-based? Related to this, can surface inversion be
more definitively established, and can the thickness of the
surface layer be accurately determined? The reproducibility
and universality of such phenomena should also be addressed,
particularly with regard to different synthesis methods and
surface preparations. Ultimately, with sufficient understanding
of surface conduction in pyrite FeS2 one could then hopefully
conclude whether it is intrinsic, whether it results from surface
states or some other defect, and thus how such behavior might
be controlled and mitigated. An important point in this regard,
which has not been extensively discussed, is that anomalous
surface transport effects have also been documented in
other pyrite-structure transition metal disulfides, raising the
possibility that they are generic to this materials class. Metallic
surface conduction in the antiferromagnetic Mott insulator
NiS2 has been observed, for example, accompanied by weak
ferromagnetism that is also perturbed by the surface [45,46].
In the metallic ferromagnets CoS2 and Co1−xFexS2, important
surface effects have also been uncovered, including a minority
spin surface state reducing the Fermi level spin polarization
in what are otherwise half-metallic candidates [47]. We add
parenthetically that the current emphasis in the condensed
matter physics community on topological insulators adds a
further layer of interest in this context, due to the high interest
in the characterization of metallic surface states on insulating
single crystals [48–51].

Motivated by the above issues, we present here a detailed
electronic transport study of a large set of high quality,
phase-pure, thoroughly characterized, unintentionally doped
n-type pyrite FeS2 single crystals. We first confirm surface
conduction, which we find to be clearly reflected in the
T dependence of the resistance and its in-plane anisotropy,
the thickness dependence of the resistivity, and the strong
sensitivity to surface preparation. As-grown (untreated) sur-
faces display striking variability in transport, in fact, which
is suppressed by mechanical polishing. Notably, a low T

insulator-metal transition (IMT) taking place in such crystals is
found to occur close to the quantum resistance h/e2 = 26 k�,
a simple demonstration that the conduction is not only surface

dominated but also truly two dimensional (2D). Studying
surfaces on both sides of the IMT, simple analyses based
on the temperature and field dependence of the resistance in
the weakly localized and hopping regimes are then used to
place upper limits on the thickness of the surface conduction
layer, which we find to lie at ∼3 nm. Detailed Hall effect
measurements are also presented, providing direct proof of a
transition from n-type bulk to p-type (i.e., inverted) surface
conduction on cooling. This occurs even in crystals where
hopping conduction can be definitively ruled out, eliminating
the possibility of artifacts. The nonlinear Hall effect that is
expected at an n → p crossover is also observed, and is shown
to significantly constrain a two-channel conduction model
capable of describing all field- and temperature-dependent data
for all crystals. Poorly understood observations nevertheless
remain, including n-type surface conduction in some crystals,
and the aforementioned diversity in as-prepared surface elec-
tronic properties. These point to uncontrolled surface factors
in FeS2, and the clear need for additional research.

II. EXPERIMENTAL METHODS

Bulk pyrite FeS2 single crystals were grown via CVT,
as described previously [20,25]. Briefly, crystals were syn-
thesized in an evacuated (10−6 Torr) quartz tube placed in
a two-zone tube furnace, with FeS2 powder (Alfa Aesar,
99.9% purity) and S (CERAC, 99.999% purity) as the source
materials, and FeBr2 (Sigma-Aldrich, 99.999% purity) as the
transport agent. After an initial 3 day period with an inverted
temperature gradient to “clean” the growth zone, temperatures
in the precursor and growth zones were set at 670 and 590 ◦C,
respectively, for ∼3 weeks. Only organic solvents (acetone,
methanol, isopropanol) were used to clean the crystals of S
and FeBr2 residue post-growth; no other surface chemical
treatments were employed.

Powder x-ray diffraction (XRD) was performed using Cu
Kα (1.5418 Å) radiation on a Bruker-AXS D5005 system,
and high resolution single crystal XRD was performed on a
Panalytical X’Pert Pro system using monochromated Cu Kα,1

(1.5406 Å) radiation. Contact mode atomic force microscopy
(AFM) was done in a Bruker Nanoscope V Multimode 8 sys-
tem. Raman spectra were collected in the backscattering geom-
etry, using a WiTec alpha300R confocal microscope equipped
with a UHTS 300 spectrometer and a DV401 CCD detector.
Chemical composition and purity were assessed via energy
dispersive x-ray spectroscopy (EDX) and particle-induced
x-ray emission spectroscopy (PIXE). EDX was performed in
a JEOL 6500F field emission scanning electron microscope
with a Thermo-Noran Vantage EDX system, analysis using
Thermo-Noran’s System Six EDX software package providing
elemental composition to a detection limit ∼1%. PIXE was
performed in a National Electrostatics Corporation (NEC)
MAS 1700 pelletron tandem ion accelerator with a 4000 keV
He2+ ion beam, where x-ray detection was achieved with a
Kevex Si drift detector (Model 3700 with a 5 μm thick Be
window) coupled with a 25 μm thick Al filter. PIXE data
analysis was performed using the software package GUPIX
[52], providing composition determination to a trace metal
detection limit of 10−100 ppm, dependent on the element.
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Crystals were prepared for electrical transport measure-
ments by identifying a large {111} facet and polishing from the
opposite (back) side to form a parallelepiped. The polishing
procedure consisted of grinding using SiC paper of progres-
sively finer grit (down to 1200 grit), followed by polishing with
a 3 μm diamond slurry, resulting in a backside RMS surface
roughness <5 nm over 10-μm-scale areas. Contacts were then
placed in a van der Pauw geometry [53] on unpolished {111}
facets on the top surface using sputter-deposited metals (Mg,
Co, Ni, Au, or Pt) with Au overlayers, or soldered In. Attention
was paid to ensure the contact behavior was Ohmic and free of
self-heating at all T . Four terminal resistance measurements
were made dc using a Keithley 220 current source and
Keithley 2002 voltmeter, or ac using a Lakeshore 370 ac
resistance bridge at 13.7 Hz, depending on the magnitude
of the resistance. Such measurements were performed in
cryostats equipped with 9 T superconducting magnets, from
1.5 to 300 K. These significant magnetic fields and optimized
temperature stability (±10 mK) prove crucial for the Hall
effect and magnetoresistance measurements presented below.
Finally, for a subset of samples the top surface was also
polished to provide a comparison to as-grown surfaces.
This was done by polishing a pristine facet using the same
procedure noted above, i.e., grinding with SiC paper before
polishing with a 3 μm diamond slurry to a roughness <5 nm.

III. RESULTS

A. Structural and chemical characterization

The products of the CVT growth consisted of void-free,
{111}-faceted FeS2 crystals with dimensions up to 5 mm [see
Fig. 1(a), inset], with typical growth rates of ∼1.5 mg/day.
Phase purity of powdered crystals was confirmed by laboratory
XRD, as shown in Fig. 1(a). All peaks can be indexed to the
reference pattern for cubic pyrite FeS2 [PDF 00-042-1340,
Fig. 1(b)], the extracted lattice parameter of 5.418 ± 0.001 Å
matching very well the accepted value of 5.418 Å [3,14,27].
As shown in the inset to Fig. 1(a) for a representative
{111}-faceted sample, the crystals exhibit mirrorlike surfaces.
The AFM height image in the inset of Fig. 1(b) in fact
indicates atomic-level roughness on a 1−10 μm lateral scale,
the step height of the terraces, 3.2 ± 0.4 Å, being consistent
with the (111) interplanar spacing of 3.13 Å for pyrite FeS2.
This CVT method thus produces as-grown surfaces that
are substantially smoother than some other crystal growth
approaches. Figure 1(c) shows the wide-angle XRD from a
typical triangular facet on a representative crystal, in which
only 111 and 222 peaks appear, as expected. The rocking curve
through the 111 peak [inset to Fig. 1(c)] reveals a full-width
at half-maximum (FWHM) of only 0.008◦ (the instrumental
broadening is 0.002◦), confirming low mosaic spread, and thus
low overall defect density. Additional evidence of phase purity
is provided by the Raman spectrum from a representative {111}
single crystal facet shown in Fig. 2(a). This spectrum exhibits
sharp peaks corresponding to the S2 libration (342 cm−1),
in-phase stretch (378 cm−1), and coupled libration/stretch
(430 cm−1) modes, characteristic of pyrite FeS2 [54].

Moving to characterization of chemical composition, ex-
cluding the usual C and O signals due to surface contamination,

FIG. 1. Structural characterization of FeS2 single crystals. (a)
Wide angle x-ray diffraction from a representative powdered FeS2

single crystal, with the reference pyrite FeS2 pattern (PDF 00-042-
1340) shown in (b); the extracted lattice parameter is shown. A
photograph of a typical crystal is shown in the inset to (a), and a
contact mode atomic force microscopy height image is shown in the
inset to (b). (c) Wide angle x-ray diffraction from the 111 facet of
a single crystal. The inset to (c) shows a rocking curve (transverse
scan) through the 111 peak, with a pseudo-Voigt fit (solid red line)
giving a full-width at half-maximum of 0.008°.

only Fe and S core transitions are observed in the EDX
spectrum from a representative {111} FeS2 crystal facet
shown in Fig. 2(b). The extracted S:Fe ratio is 1.98 ± 0.1
(dominated by systematic error), indicating stoichiometric
FeS2 within the accuracy of the EDX instrument used; no
impurities were found above the ∼1% EDX detection limit.
PIXE measurements were also performed, which, due to the
elimination of Bremsstrahlung, provide a greatly improved
trace metal detection limit of 10–100 ppm. The PIXE spectrum
from a {111} facet of a representative FeS2 crystal is shown
in Fig. 2(c), exhibiting the expected core transitions of Fe and
S (green and yellow dashed lines, respectively), Fe escape
and sum peaks (labeled), as well as detector artifact peaks
(also labeled). Of note, however, is the presence of a small
shoulder at 7.47 keV (red dashed line), which we assign
to Ni. For the particular crystal in Fig. 2(c), analysis using
GUPIX indicates a Ni concentration of 140 ± 25 ppm, with
a detection limit (based on the background intensity around
7.47 keV) of 80 ppm. This concentration varies from crystal to
crystal [even in nominally identical (e.g., same growth tube)
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FIG. 2. Chemical characterization of FeS2 single crystals. (a) Ra-
man spectrum with the peak positions labeled. (b) Energy dispersive
x-ray spectrum with Fe and S core transitions marked by green and
yellow dotted lines, respectively, and the calculated S:Fe ratio shown.
(c) Particle induced x-ray emission spectrum with Fe, S, and Ni core
transitions marked by green, yellow, and red dotted lines, respectively.
Detector artifact peaks are labeled in gray, and a weak Ni signal is
labeled red.

crystals], from 40–300 ppm, with an average detection limit
of ∼50 ppm. These Ni impurities derive from the commercial
FeS2 precursor powder used in the CVT growth, which has ∼
500 ppm Ni according to the manufacturer’s impurity analysis
[55]. The potential role of the O(100 ppm) Ni impurities in
these crystals is returned to below. No other impurities were
observed by PIXE, including Br (with a detection limit of
100 ppm), which could potentially incorporate from the FeBr2

transport agent during growth. Note that the sampling depth in
FeS2 under these PIXE conditions is ∼10 μm, limited by the
penetration depth of the incident He2+ ions.

B. Electronic transport: Evidence for surface conduction

The T dependence of the resistivity (ρ) for 16 representative
unintentionally doped FeS2 single crystals is summarized in
Fig. 3(a). The first, and most striking observation, is that
while the 300 K resistivity values of these nominally identical
as-grown crystals are relatively tightly clustered, the low T

behavior is remarkably diverse. dρ/dT is generally negative
(i.e., semiconductinglike) but the resistivity at 30 K, for
example, varies by over eight orders of magnitude. A second
notable feature from Fig. 3(a) is the unusual form of ρ(T ) seen
in many crystals, where an inflection point occurs between

FIG. 3. Diversity in electronic transport properties in as-grown
FeS2 crystals. (a) Temperature dependence of the resistivity ρ

for 16 FeS2 crystals. (b) Temperature dependence of ρ for four
representative samples from the larger set shown in (a). These are
labeled “sample B” (blue), “sample Y” (dark yellow), “sample R”
(red), and “sample G” (green). (c) Temperature dependence of the
van der Pauw anisotropy AvdP for the representative samples shown
in (b), with the same color code. In (b) the crossover temperatures
marked by Tcr are the points at which two-channel modeling indicates
equal (50%) current flow through the bulk and surface.

∼100 and 200 K. This behavior is illustrated more clearly in
Fig. 3(b), where the ρ(T ) of four particular crystals, labeled
“B” (blue), “Y” (yellow), “G” (green), and “R” (red), are
highlighted. These four crystals represent the full spectrum
of qualitative behaviors in this study, and are highlighted
throughout this paper. Note that none of these four are unique,
each being representative of a class of behavior found in
multiple as-grown crystals.

The ρ(T ) of sample G is qualitatively similar to that
reported in the recent publications discussed in the Introduc-
tion [27]. Typical semiconducting behavior occurs down to
∼150 K, at which point abrupt flattening of ρ(T ) is found,
immediately suggestive of a crossover between two conduction
regimes. This was shown by Limpinsel et al. to arise due to a
crossover from bulk-dominated to (more conductive) surface-
dominated transport in polished flux-grown FeS2 crystals,
after freeze-out of the semiconducting interior on cooling
[27]. As illustrated in Fig. 3(b) we label this inflection point
Tcr. Sample Y represents a slightly different behavior from
G in that Tcr is significantly lower (∼50 K), demonstrating
that the conduction mechanism crossover can occur over
widely varying temperatures in these as-grown crystals. Yet
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different behavior is exemplified by sample B, which, despite
similar Tcr to sample G, has much lower resistivity at low
T , with correspondingly weaker ρ(T ). This demonstrates that
substantial variability can also occur in the ρ(T ) behavior in
the low T conduction regime of these FeS2 crystals. Finally,
sample R is representative of a number of crystals in this
study that not only exhibit no clear inflection in ρ(T ) between
1.5 and 300 K, but also have much lower overall resistivity,
with a very weak T dependence. Thus, while the 300 K
resistivity of these as-prepared unintentionally doped FeS2

crystals varies relatively little from crystal-to-crystal, the low
temperature resistivity, low temperature ρ(T ), and Tcr, all vary
substantially.

Further evidence that Tcr indeed marks a crossover between
two distinct conduction channels is provided in Fig. 3(c).
Plotted here is the T dependence of the in-plane resistance
anisotropy ratio AvdP. This is obtained from the two orthog-
onal resistance (R) values measured in the van der Pauw
configuration [53] on these parallelepiped crystals, as in
the Montgomery method used for characterizing anisotropic
conductors [56]. Figure 3(c) shows that clear correlations
exist between AvdP(T ) and ρ(T ), broad peaks in AvdP always
preceding the inflection in ρ(T ) on cooling. In sample G, for
instance, a peak in AvdP develops around 175 K, followed
by Tcr at 140 K. Similarly, in samples Y and B broad
peaks in AvdP occur around 60 and 150 K, respectively,
where the Tcr values are 50 and 145 K. While the shape
of AvdP(T ) varies substantially from crystal-to-crystal, the
overall qualitative behavior is consistent, with small resistance
anisotropy occurring in the low and high T limits, and an
intermediate temperature peak preceding Tcr. In a similar vein,
sample R, consistent with Fig. 3(b) where no inflection is seen,
exhibits negligible resistance anisotropy at all T , with no peak
in AvdP. Quite simply, we interpret these peaks in AvdP(T ) at
just above Tcr, which have not been previously reported, as
an indication of inhomogeneous current flow at the crossover
between the two conduction channels.

As in the work of Limpinsel et al. [27], thickness scaling
was pursued as a simple means to test whether the two
conduction channels deduced from ρ(T ) and AvdP(T ) can be
simply ascribed to the bulk and surface. This was achieved by
repeating ρ(T ) measurements after progressive polishing of
crystals from the backside (i.e., preserving the as-grown top
surface), as shown in Fig. 4(a) for samples B, G, and R. Initial
thicknesses were 980–1250 μm, reduced in steps to ∼100 μm
by backside polishing. The results categorically confirm a
transition from bulk-dominated to surface-dominated conduc-
tion. Considering samples G and B, for example, the deduced
ρ values are essentially independent of thickness at 300 K,
consistent with uniform conduction through the depth of the
crystal. As Tcr is approached on cooling, however, both crystals
begin to exhibit a deduced ρ that decreases approximately
linearly with decreasing thickness (see Supplemental Material
Fig. S1 [57]), indicating a nonuniform conduction profile,
specifically a surface region more conductive than the bulk.
This is consistent with the conclusions of Limpinsel et al.
[27]: A more conductive surface region shunts the current at
low T , after freeze-out of the semiconducting interior, leading
to a transition at Tcr from bulk-dominated to surface-dominated
conduction in these in-plane measurements. Unsurprisingly, at

FIG. 4. Evidence for surface conduction in FeS2 crystals. (a)
Temperature and thickness dependence of the resistivity ρ for three
representative as-grown crystals. The thicknesses are labeled and
color coded in green, blue, and red for samples G, B, and R,
respectively. (b) Temperature dependence of ρ for eight polished
FeS2 crystals. (c) The negative dimensionless temperature coefficient
of resistance evaluated at 30 K [−(T /R)(dR/dT)] vs the 30 K
sheet resistance R30 K for all crystals measured in this work. The
2D quantum resistance h/e2 ≈ 26 k� (i.e., the inverse of the 2D
minimum metallic conductance) is marked by the red dotted line,
the inverse 3D minimum metallic conductivity (for a 0.1-mm-thick
crystal) being marked by the gray dotted line.

temperatures within the crossover region between bulk- and
surface-dominated conduction the current flow is inhomoge-
neous, leading to the resistance anisotropy shown in Fig. 3(c).
We emphasize here that the resistivity values below Tcr in
Figs. 3 and 4 are thus apparent values, the true resistivity
requiring knowledge of the surface conduction layer thickness
(as returned to below). Another important point is that while
the conduction at 300 K in samples such as B and G is not
dominated by the surface in these in-plane measurements, in
the vertical geometry relevant to solar devices this surface
region always affects conduction, even at 300 K, as the bulk
and surface conduction channels appear in series. Within this
simple picture, the behavior of sample R [Fig. 4(a)] is of
particular interest, due to the clear thickness dependence of
ρ at 300 K. This new observation indicates that even in
an in-plane geometry as-prepared FeS2 crystals can exhibit
surface-influenced conduction at 300 K.

The substantial role played by surface treatment in the
electronic transport properties of FeS2 crystals, in itself
additional evidence for surface conduction, is emphasized
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in Fig. 4(b). Shown here is the ρ(T ) behavior of eight
single crystals not with as-prepared top surfaces, but rather
top surfaces that have been mechanically polished via the
procedure discussed in Sec. II. The striking observation from
these data is the dramatic decrease in the diversity of the surface
conduction after polishing. The 8 order of magnitude variation
in 30 K resistivity in Fig. 3(a) (for untreated top surfaces) is
suppressed to only 2 orders of magnitude in Fig. 4(b), although
the crossover from bulk- to surface-dominated transport is
maintained. The latter is evident from the inflection present in
ρ(T ) [Fig. 4(b)], in addition to the peaks occurring in AvdP(T )
and the characteristic thickness scaling (data not shown). The
apparent low T (i.e., surface dominated) ρ values cluster in
the 105−106 � cm range, similar to sample G, the behaviors
such as those represented by as-prepared samples B and R
being completely eradicated. These results are in fact in good
agreement with the recent reports of Limpinsel et al. [27]
on mechanically polished flux-grown crystals, both in terms
of the absolute low T resistivity values and the qualitative
form of ρ(T ). The diversity in surface conduction observed
in as-prepared crystals (Fig. 3) is thus strongly suppressed
after mechanical polishing to a top surface roughness of
∼5 nm. Consistent with this, no correlations were uncovered
in this work between the surface (i.e., low T ) resistance and
the Ni impurity concentration from PIXE. Variation in Ni
impurity concentration is thus not the origin of the diversity
in surface conduction behavior observed here. In particular,
crystals such as sample R do not have unusually high or low
Ni concentration.

We note at this stage that while the apparent reproducibility
and repeatability of transport results on mechanically polished
crystals is noteworthy, as-grown surfaces nevertheless provide
important advantages for fundamental study. One set of such
will become apparent below (Sec. III C), when the diversity in
surface resistance and R(T ) behavior is used to draw important
conclusions on the nature of the surface conduction. Similarly,
crystals with more conductive surfaces, such as sample B,
will be used below to definitively establish a p-type surface
inversion layer, with no possibility of hopping artifacts. In
addition to these points, as-grown surfaces, while yielding
diverse surface electronic properties, nevertheless present very
low surface roughness [consider Fig. 1(b), inset], much lower
than polished ones. In fact, prior estimates of the thickness
of the surface conductive layer in FeS2 crystals lie in the
0.7–4.4 nm range [14,27,41], comparable to or even less than
the roughness of polished surfaces (1–10 nm), raising obvious
concerns. For the remainder of this paper, with the goal of
understanding the native surface transport properties of pyrite,
we thus focus on crystals with as-grown (unpolished) top
surfaces.

C. Electronic transport: Nature of surface conduction

One powerful illustration of the utility of studying the
diverse surface transport behavior found in as-prepared crys-
tals is provided in Fig. 4(c). This figure plots the low T

(30 K) dimensionless temperature coefficient of resistance
− T

R
dR
dT

|30 K as a function of the low T sheet resistance R30K for
multiple crystals. The motivation for such a plot is to examine
in more detail the apparent correlation between the low T value

of dR/dT and the absolute value of R suggested by Figs. 3(a)
and 3(b) and Figs. 4(a) and 4(b). As shown in Fig. 4(c) this
correlation is indeed strong, the dimensionless temperature
coefficient of resistance decreasing with decreasing R, eventu-
ally approaching zero. This is, of course, nothing other than the
behavior expected at any IMT, where R is expected to become
essentially T independent at the critical point [58,59]. What
is unusual in Fig. 4(c), however, is the absolute value of R at
which dR/dT → 0. As shown by the vertical dashed red line
this occurs precisely at the quantum resistance h/e2 = 26 k�,
which is the expectation for a two-dimensional IMT [58,59].
For comparison, the vertical gray dashed line in Fig. 4(c)
shows the expectation for a three-dimensional IMT, calculated
from the Mott minimum metallic conductivity (σmin = 0.026e2

h̄aB
)

for a uniformly conductive 0.1-mm-thick FeS2 crystal (aB

here is the donor Bohr radius, calculated from the dielectric
constant and electron effective mass) [58,59]. Figure 4(c) thus
graphically illustrates that the low T conduction in these FeS2

crystals is not only surface dominated, but in fact truly 2D in
nature. Qualitatively, crystals such as sample B in Figs. 3(b)
and 4(a) illustrate this point, having essentially flat ρ(T ) at
low T (i.e., dR/dT approaching zero) at unphysically large
apparent ρ values for a 3D conductor (∼103 �cm). These
correspond to R values of ∼10 k�, however [see Fig. 4(c),
where sample B is indicated with the blue arrow], below
h/e2, where a 2D conductor would be expected to have
negligible dR/dT . Related to a comment in the Introduction,
this observation of essentially flat ρ(T ) at anomalously high
apparent ρ values provides a clear parallel with the surface
conduction phenomena seen in topological insulator systems
[48–51].

Detailed analyses of the T and B (magnetic flux density)
dependence of the resistance in samples on either side of the
IMT illustrated in Fig. 4(c) provide much additional insight
into the surface conduction in these as-grown FeS2 crystals.
We focus for this purpose on samples B and G, which are
highlighted by arrows in Fig. 4(c). While these samples have
similar Tcr, crystal B exhibits surface conduction close to the
2D IMT, while G exhibits surface conduction deep on the
insulating side. We note again here that the latter is quite similar
to the polished surfaces studied by Limpinsel et al. [27]. We
first discuss the magnetoresistance (MR), which is plotted in
Fig. 5(a) as a function of T for both samples. The magnetic
field here is applied perpendicular to the crystal plane, with
a fixed value B⊥ = 9T. Above ∼175 K the two samples
exhibit near-identical behavior, the positive MR increasing on
cooling, reaching 4%–5% at 175 K. As shown in the inset to
Fig. 5(a) at a representative T of 270 K, this MR is parabolic
with B⊥, having all the features associated with the ordinary
MR effect one would typically anticipate in a nonmagnetic
semiconductor with diffusive transport [60]. Cooling below
Tcr, however [∼150 K in these cases, see Fig. 3(b)], induces
qualitatively different MR(T ) in the two samples; sample B
crosses over to a negative MR at low T , where the surface
dominates, whereas sample G maintains a positive MR that
grows on cooling.

Starting with sample B, the additional analysis of R(T ,B⊥)
provided in Figs. 5(b) and 5(c) provides direct insight into the
origin of the negative MR at low T . Figure 5(b) first focuses
on the functional form of R(T ) at the lowest measured T
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FIG. 5. Nature of the FeS2 surface conduction. (a) Temperature
dependence of the magnetoresistance (MR) at magnetic field B⊥ =
9 T for samples B and G in blue and green, respectively. The solid lines
are guides to the eye. The inset shows the B⊥ dependence of the MR
at 270 K for samples B and G. (b) Resistance (R) vs ln T for sample
B, from 1.5 to 20 K, with a straight line fit shown in black. (c) B⊥
dependence of the sample B MR at 1.5 K. (d) Resistance R for sample
G vs T −1/2, from 30 to 100 K, with a straight line fit in black. The inset
shows a Zabrodskii plot (ln W vs ln T , where W = −dlnR/dlnT )
for the same temperature range, with a straight line fit. The fit yields
the parameters m = 0.57 and T0 = 1298 K. (e) B⊥ dependence of the
sample G logarithmic magnetoresistance ratio [ln (R/RB=0)] at 30 K,
and the resulting fit (black solid line) to an Efros-Shklovskii variable
range hopping model, yielding a localization length Lc = 3.4 nm.

(1.5–20 K), which is found to be logarithmic. This is the
expected form for weakly localized conduction in 2D, where
both the weak localization and electron-electron interaction
corrections to the conductance are logarithmic in T :

G(T ) = G0 + e2

2h̄π2

[
p +

(
1 − 3

4
F̃σ

)]
ln

(
T

T0

)
. (1)

Here, G0 and T0 are constants, p is the exponent defining the
power law T dependence of the inelastic scattering time, and
F̃σ is the conductivity Fermi liquid interaction parameter [61].
Equation (1) is in fact in reasonable quantitative agreement
with our data, as determined by ignoring the electron-electron
interaction term in (1) (i.e., assuming weak localization is
dominant), which yields a fitted p = 1.7, a reasonable value
[61]. The negative MR occurring in perpendicular fields at low
T in this sample [Fig. 5(a)] is then expected, arising due to the
field-induced decoherence of destructively interfering trans-
port paths, characteristic of weak localization [58,59,61,62].
The field dependence of this MR at 1.5 K is shown in Fig. 5(c),
indeed displaying the qualitative characteristics of the negative
MR associated with weak localization. The MR is apparent at
low fields, weakens in high fields, and, critically, is strongly
suppressed for in-plane fields (data not shown).

The existence of what is effectively metallic 2D transport
[63–65] in sample B is significant, as it enables a simple
upper bound to be placed on the thickness of the surface
conductive layer. Specifically, 2D electronic behavior requires
ts < λ, where ts is the thickness of the conducting region, and
λ is the mean-free path [66]. Within a simple Drude model,
the relation λ = vFτ (where vF is the Fermi velocity and τ

is the momentum relaxation time), can be combined with
μ = eτ/m∗ (where m∗ is the carrier effective mass), to write
λ = vFm∗μ

e
. For a 2D free electron gas with areal carrier density

n2D and Fermi wave vector kF = (2πn2D)1/2, we can then use
vF = h̄kF/m

∗ to write vF = h̄
m∗

√
2πn2D, yielding

λ = h̄μ

e

√
2πn2D. (2)

Inserting the values of 2D carrier density and surface mobility
extracted below (Sec. III D) from Hall effect measurements
on this sample (1.8 × 1014 cm−2 and 6 cm2 V−1 s−1) yields
λ = 1.8 nm, placing a rough upper bound on ts of 1.8 nm, i.e.,
∼3 unit cells. It is interesting to compare this to prior estimates
from other approaches. These include 0.7 nm based on where
deviations from bulk density-of-states occur in first-principles
calculations [41], 1.3 nm based on space-charge analysis of
electrochemical impedance spectroscopy data [14], and 4.4 nm
based on space-charge analysis of experimental energy levels
and band alignments [27]. Our estimate is thus consistent with
these prior ones, indicating, importantly, that the conductive
surface layer on pyrite single crystals is nanoscopic.

Analysis of R(T ,B⊥) in sample G, on the insulating side of
the IMT, yields similarly important insights, in addition to an
independent confirmation of our ts estimate. In this insulating
sample, R(T ) from the lowest measurable temperatures to
∼100 K follows

R = R0exp

[(
T0

T

)1/2]
, (3)
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as illustrated in Fig. 5(d). This is the behavior characteristic of
Efros-Shklovskii (ES) variable range hopping (VRH), where
R0 is the T → ∞ extrapolation of R, T0 is a characteristic
temperature scale dictated by the (doping-dependent) dielec-
tric constant and localization length, and the formula applies in
all dimensions [59]. Although the straight line fit in Fig. 5(d)
is very satisfactory, ES VRH was further confirmed, in an
unbiased manner, via the Zabrodskii analysis shown in the
inset to Fig. 5(d) [67]. This involves plotting ln W vs ln T ,
where W = −d(lnR)/d(lnT ), thus linearizing the generalized
from of Eq. (3), R = R0exp[( T0

T
)
m

] [67]. The exponent m is
then extracted directly as the negative slope of the resulting
straight line. As shown in the figure, a straight line with
negative slope is indeed obtained in this T range, resulting
in m = 0.57, close to the value of 1/2 expected for ES VRH.
The extracted T0 of 1300 K is moderately large, indicating
VRH quite deep in the insulating regime, as expected from the
qualitative form of R(T ) for this sample [see Fig. 3(b), sample
G]. Significantly, that VRH is active in this sample at low T

then naturally explains the positive MR found in perpendicular
fields at low T [see Fig. 5(a), sample G]. This MR is shown at
the representative T of 30 K in Fig. 5(e), where ln(R/RB=0)
is plotted vs B⊥. As illustrated by the fit (solid line), the data
closely follow

ln

(
R

RB=0

)
= s

h̄2 L4
cB

2
⊥

(
T0

T

)3/2

, (4)

where RB=0 is the resistance in zero field, s is a numerical
constant (0.0015), and Lc is the carrier localization length [59].
Using the T0 = 1300 K determined from R(T ), this fit yields
Lc = 3.4 nm, revealing strongly localized states, consistent
with transport deep on the insulating side of the IMT. Both
R(T ) and R(B⊥) at low T for sample G are thus consistent
with 2D surface-dominated transport via ES VRH, indicating
conduction through Coulomb-gapped defect states.

The Lc value extracted from R(B⊥) for this sample, which
has a semiconducting surface layer, provides an additional
independent estimate of an upper bound on ts. Specifically, Lc,
in combination with T0, provides the average hopping length
Lhop(T ) via [59]

Lhop = 1

4
Lc

(
T0

T

)1/2

. (5)

Given the 2D nature of the IMT in this system [Fig. 4(c)], and
the 2D nature of the low T conduction on the metallic side of
the IMT (in sample B), we assume similar two dimensionality
of the hopping conduction in sample G. For this to be so,
Lhop > ts must be obeyed, providing an independent upper
bound on ts. Applying Eq. (4) at 100 K, i.e., the highest T at
which ES VRH could be established, then yields Lhop = 3 nm,
and thus a 3 nm upper bound for the thickness of the surface
transport layer. We use the highest reasonable T in this
estimate as there is no obvious reason to expect a T -dependent
ts, and this generates the most stringent upper bound (lowest
Lhop). Given the assumptions made, the two ts estimates of
1.8 and 3 nm are in reasonable agreement, both falling within
the range of prior estimates (0.7 to 4.4 nm) [14,27,41].

D. Electronic transport: Hall effect measurements

Hall effect measurements are presented next, to determine
bulk and surface carrier densities and mobilities, and to probe
any potential inversion from n to p type on cooling to the
surface-dominated regime. To this end, Fig. 6 shows the
Hall resistance (Rxy) vs B⊥ for samples B, G, Y, and R,
at three representative T in each case. Note that zero field
backgrounds have been subtracted from these data, and that
MR contamination has been carefully corrected for following
standard practices. Starting with sample B, which has Tcr ≈
145 K [Fig. 3(b)] and a surface exhibiting transport near the
IMT [see Figs. 4(c), 5(b) and 5(c)], the 270 K Hall signal
is seen to be linear, with a negative Hall coefficient RH =
tRxy/B⊥ (where t is the sample thickness). This indicates
that the bulk conduction in this sample is clearly n type,
with no obvious indication of multiple carrier types; simple
interpretation (RH = −1/|n|e) yields an electron density
n = 4.4 × 1016 cm−3. Qualitatively similar behavior is shown
in Fig. 6 for samples G and Y, giving n = 1.1 × 1016 and
1.7 × 1017cm−3, respectively. No corresponding extraction
of the 270 K Hall density is attempted at this stage for
sample R, which, as discussed, does not exhibit purely bulk
transport even at 270 K. n-type behavior is nevertheless
suggested for this sample from Fig. 6(j), and in fact all
crystals measured in this study were found to be n type
at high T , consistent with recent work on unintentionally
doped pyrite crystals. We [25], and others [3,14,27], have
speculated that this bulk n doping arises from VS, although
additional verification is needed. Quantitatively, the room
temperature bulk electron mobilities (115−150 cm2 V−1 s−1)
are comparable to recent reports, while the corresponding Hall
electron densities (∼1016−1017 cm−3) are somewhat higher
[14,27].

As shown in Figs. 6(a)–6(c), sample B provides an
important advance in the understanding of surface conduction
in pyrite by providing exemplary evidence for an n → p

crossover as the transition from bulk- to surface-dominated
transport takes place. At a representative T of 133 K, for
example, close to Tcr, the Hall effect becomes strikingly
nonlinear, the electronlike low field behavior giving way
to holelike behavior at higher fields. At 5 K, deep in the
surface-dominated regime, the Hall effect then clearly inverts,
presenting linear behavior and a positive RH. We emphasize
that this inversion occurs here in a sample with a surface
layer that is essentially metallic, or at most weakly localized
[see Figs. 3(b), 4(a), and 5(b)], with no possibility of hopping
conduction at these temperatures. This is an important advance
over prior work [27] as it demonstrates a p-type surface
inversion layer with no possibility of sign inversion artifacts
[20,23,25,29–32] from hopping. Additionally, we show below
that the observation of nonlinear Hall effect in the crossover
regime is not only just as expected, but can also be used to
significantly constrain a two-channel model of the transport in
these crystals.

The complications that arise due to hopping conduction
are well illustrated by sample G [Figs. 6(d)–6(f)], which, as
already noted, exhibits similar behavior to recently studied
mechanically polished crystals [27]. While we find non-
linearity in Rxy(B⊥) around Tcr, which was not detected
in prior work, the low T (30 K) Hall behavior is similar
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FIG. 6. Magnetic field dependence of the Hall effect. The transverse resistance (Rxy) is shown vs the out-of-plane magnetic field B⊥
at representative temperatures for samples B (a)–(c), G (d)–(f), Y (g)–(i), and R (j)–(l). Temperatures are shown in the upper right corner,
descending from top to bottom. The solid black lines through the data are fits to the nonlinear two-channel conduction model described in the
text.

to that of Limpinsel et al. [27], presenting a diminished
Hall signal that is essentially at or below the measurement
noise floor. [The noise in Fig. 6(f) is O(10 μV), on a dc
measurement at a four terminal resistance value of 2 M�]. As
established by Figs. 5(d) and 5(e), the low T (i.e., surface-
dominated) conduction in this sample, which is ∼104 times
more resistive than sample B at 30 K, occurs unambiguously
via ES VRH, meaning that small RH is expected. As noted
in the Introduction, the Hall effect is suppressed in hopping
conductors, and no longer even reliably reflects the true sign
of the majority charge carriers [20,23,25,29–32]. As discussed
below, quantitative analysis of additional T -dependent Hall
data does nevertheless support an inverted surface in sample
G, consistent with the nonlinearity in Fig. 6(e). A not dissimilar
picture emerges from Figs. 6(g)–6(i), for sample Y, where the
low Tcr and high resistivity combine to make measurement
and interpretation of the Hall effect in the low T regime again
nontrivial. The signal-to-noise ratio in the Hall data at low
T is modest, with hopping conduction also a possibility, due
to the small available surface-dominated temperature window
in this sample [see Fig. 3(b)], making accurate assessment of
the form of R(T ) below Tcr difficult. Nevertheless, holelike
behavior is indicated at 30 K [Fig. 7(i)] in addition to
weak nonlinearity in Rxy(B⊥) at 60 K, both suggesting
p-type surface inversion. This is further supported below
by quantitative analysis of additional T -dependent Hall data.
Finally, sample R again provides a surprising result. Despite
exhibiting surface-influenced conduction at essentially all T

probed in this work [Figs. 3(b) and 4(a)], this sample exhibits
a Hall effect [Figs. 6(j)–6(l)] that is unambiguously n type at
all T. Surface conduction of n-type character has not been
previously reported in pyrite to the best of our knowledge,

and was revealed here only by the measurement of the diverse
surface transport behavior of as-prepared surfaces.

Rxy(B⊥) measurements of the type shown in Fig. 6 were
acquired at additional T between 300 and 1.5 K, and are now
analyzed quantitatively. We start with samples B, G, and Y,
specifically at high T , well above Tcr, where bulk conduction
clearly dominates. Rxy is always linear in B⊥ under these
conditions [as in Figs. 6(a), 6(d), and 6(g)], and we assume
n 
 p (i.e., dominance of bulk electrons) to extract the bulk
electron density and mobility from nb(T ) = [eRH(T )]−1 and
μb(T ) = RH(T )/ρ. The results are shown in Fig. 7, the top two
panels of which plot the T dependence of the carrier densities
and mobilities for samples B, G, Y, and R. Explicitly, the
top panel of this figure plots the bulk and surface electron or
hole densities, the next panel down plots the bulk and surface
electron or hole mobilities, the panel below that reproduces
ρ(T ) for comparison, and the bottom panel displays the
magnitude of the low field RH, all of which are discussed in
this section. Solid points in this figure denote n-type behavior,
open points p-type behavior, circles bulk parameters, and
triangles surface parameters, as shown in the legend. Focusing
first on samples B, G, and Y, and on the (high T ) bulk
Hall electron densities and mobilities, Figs. 7(a), 7(e), and
7(i) and Figs. 7(b), 7(f), and 7(j) show nb(T ) and μb(T ).
As might be expected, clear carrier freeze-out is apparent in
nb(T ) [Figs. 7(a), 7(e), and 7(i)], the solid lines being fits to
a simple activated form nb = Nb exp(−Eb/kBT ), where Nb

is the T → ∞ extrapolation of nb, and Eb is the activation
energy. This is found to describe the data well at all T at which
bulk conduction is relevant, for all three samples, with μb(T )
correspondingly rising on cooling from 300 K [Figs. 7(b), 7(f),
and 7(j)]. Further discussions and analyses of nb(T ) and μb(T )
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FIG. 7. Temperature dependence of the carrier densities, mobilities, resistivities, and Hall coefficients, along with two-channel conduction
model results. (a), (e), (i), and (m) Temperature dependence of the electron or hole density (n or p) from fitting of the Hall effect data for
samples B, G, Y, and R, respectively. In all panels, circles (triangles) represent bulk (surface) values, and closed (open) symbols represent
electrons (holes). In all panels, the solid and dotted black lines represent the two-channel conduction model fits, resulting in the parameters
summarized in Table I. (b), (f), (j), and (n) Temperature dependence of the Hall mobilities (µ) for samples B, G, Y, and R, respectively. (c), (g),
(k), and (o) Temperature dependence of the resistivity (ρ) for samples B, G, Y, and R, respectively. (d), (h), (l), and (p) Temperature dependence
of the magnitude of the low-field Hall coefficient [RH(B = 0)], for samples B, G, Y, and R, respectively.

are provided below, after first discussing the full T range of
the Hall data.

Analysis of Hall effect data in samples B, G, and Y at the
lowest T , well below Tcr, is also relatively straightforward. In
this regime surface conduction dominates, Rxy(B⊥) is again
linear [Figs. 6(c), 6(f), and 6(i)], and we can extract the
surface hole density and mobility from ps(T ) = [eRH(T )]−1

(where RH = tsRxyB⊥) and μs(T ) = RH (T )/ρ. This directly
yields, however, only the mobility and the two-dimensional
(i.e., areal) hole density, that is, the product psts. Extraction
of the three-dimensional hole density in the surface layer
requires that the thickness of the surface layer is defined. For
simplicity we fix this at ts = 3 nm, based on the larger of the
two upper bound estimates above, meaning that the deduced ps

values should be viewed as lower bounds. Figure 7(a) shows
the resulting ps(T ) for sample B, which reveals essentially
T -independent values in the 1020 holes/cm3 range. These high,
T -independent hole densities are of course consistent with the
weak low temperature R(T ) for this sample, as reproduced in
Fig. 7(c), reflecting the essentially metallic surface behavior.

The low T values of μs lie at ∼10 cm2 V−1 s−1, and are
again only weakly T dependent. No corresponding analysis is
possible for sample G because RH is suppressed at low T due
to VRH; Figs. 7(e) and 7(f) thus show no ps(T ) and μs(T ) data.
In sample Y, however, the small positive RH of the type shown
in Fig. 6(i) can be analyzed, resulting in ps(T ) that freezes-out
rapidly [Fig. 7(i)], accompanied by a μs that falls on cooling.
The ps(T ) behavior in this crystal is thus very different to that
of sample B, consistent with the more insulating form of R(T ),
as reproduced in Fig. 7(k); low T surface hole mobilities in
this sample [Fig. 7(j)] are also correspondingly lower. Finally,
sample R can also be analyzed in this manner at low T .
Here the surface carriers are electrons, as shown in Fig. 6(l),
the T dependence of ns [Fig. 7(m)] revealing an essentially
constant value of ∼1023 cm−3, with a correspondingly flat
μs(T ) at ∼10 cm2V−1s−1. These surface electron densities
border on unphysically high values, of course, potentially
providing a clue as to the origin of the unusual proper-
ties of crystals exemplified by sample R, as returned to
below.
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TABLE I. Summary of the parameters extracted from the two-channel (surface and bulk) conduction model for samples B, G, Y, and R.
Bulk and surface parameters are labeled using “b” and “s” subscripts, respectively. E denotes activation energies, N is the infinite temperature
extrapolations of the electron or hole densities, α are the high temperature exponents in μ ∝ T −α , β are the low temperature exponents in
μ ∝ T β , and μs,T =0 are the zero temperature surface mobilities. For Ns, negative and positive values denote electrons and holes, respectively.

Sample Sample Sample Sample
Parameters B G Y R

Eb (meV) 170 226 84 22
Nb(cm−3) 6.0 × 1019 1.8 × 1020 6.6 × 1018 3.7 × 1018

αb 2.5 2 2.0 2.5
βb 0.3 2.1 1 0.8
Es (meV) 0 – 26 0
Ns(cm−3) +1.1 × 1021 +1.1 × 1022a +1.3 × 1021 −8.3 × 1022

βs 2.5 – 2.5 –
μs,0(cm2 V−1 s−1) 5 – 0 14.3

aAs discussed in the text, the Ns value for sample G cannot be directly interpreted as a carrier density due to hopping conduction. The value
listed is simply the (eRH)−1 value that produces a good fit to the temperature dependence of |RH|(B = 0), as shown in Fig. 7(h).

Having analyzed and discussed the behavior in the high
and low T limits, in which the bulk and the surface dominate,
respectively, we now turn to analysis at intermediate T , around
Tcr, where both contribute. As in Limpinsel et al. [27] we
achieve this by employing a two-channel (i.e., surface and
bulk) conduction model, generalized in our case to include
field dependence in RH [57]. This model treats the bulk and
surface as parallel resistors, with their own carrier densities and
mobilities. Note here that by “surface” we refer primarily to the
top (as-grown) surface, not explicitly including contributions
from the bottom (polished) side of the crystal. This is a
particularly safe assumption in the case of samples of type B
and R, as their surfaces exhibit substantially lower resistance
than any polished surface measured, thus shunting the current.
In cases such as samples G and Y, the backside could indeed
contribute to the low temperature conduction, but the relatively
similar resistance behavior exhibited by all polished surfaces
render these effects modest. The total conductivity (σ ) can
then be written:

σ = |eμbnbtb| + |eμspsts|
t

, (6)

where tb is the thickness of the bulk region and t is the total
thickness, such that tb + ts = t ≈ tb. The Hall resistance is
then given by

Rxy = RHB⊥
t

, (7)

where the field-dependent Hall coefficient is

RH = t

e

pstsμ
2
s − nbtbμ

2
b + μ2

s μ
2
b(psts − nbtb)B2

⊥
(μspsts + μbnbtb)2 + μ2

s μ
2
b(psts − nbtb)2B2

⊥
. (8)

Our derivation of (8) is outlined in the Supplemental
Material [57]. Note again here that the parameters ts and ps

are coupled in these equations (they appear as a product),
meaning that extraction of a 3D hole density in the surface
layer requires knowledge of ts. As above, we use ts = 3 nm,
for the reasons already elaborated. Equations (6)–(8) then
give the two experimentally measured quantities, σ (T ) and
Rxy(B⊥,T ), in terms of four fitting parameters ns,ps,μs, and

μb. In our case the measurement of the field dependence of the
nonlinear Hall effect places significant additional constraints
on the fitting parameters in comparison to earlier work [27].
We thus proceed by fitting Rxy(B⊥) at each individual T for
each sample. As shown in Fig. 6 the resulting fits (solid
lines) are very good, meaning that Eqs. (7) and (8) indeed
accurately capture the evolution of the nonlinear Hall effect
through the bulk-to-surface crossover. Yet further constraint
on the fitting parameters can be added for samples B, G, and
Y by constraining nb(T ) to take the activated form observed at
T 
 Tcr, i.e., nb = Nb exp(−Eb/kBT ), at all T . For sample R,
on the other hand, ps (which is negative for n-type surfaces)
was found to be negligibly T dependent for T � Tcr, and was
thus held constant at all T .

The resulting full T dependencies of μs,ps,μb, and nb

for the four samples are shown in the top panels of Fig. 7.
Note here that bulk (surface) data points are shown only in
the T range over which a significant contribution from the
bulk (surface) occurs. There are also no surface transport
parameters reported for sample G, due to the aforementioned
VRH-suppressed low-T Hall coefficient [Fig. 6(f)]. With these
points in mind, quantitative analysis of the T dependence
of the bulk and surface carrier densities is now presented.
Starting with the bulk first, as already noted, nb(T ) can be fit
to nb = Nb exp(−Eb/kBT ), the solid lines in Figs. 7(a), 7(e),
7(i), and 7(m) resulting in the Eb and Nb values in Table I.
This table in fact provides a full summary of the parameters
extracted from analysis of Figs. 6 and 7. The Eb values for
samples B, G, and Y lie in the 80–230 meV range, with
corresponding Nb’s between 7 × 1018 and 2 × 1020 cm−3. This
is broadly consistent with recent prior work on pyrite crystals
[14,27], the 230 meV seen in sample G, for instance, being
close to that seen by Limpinsel et al., potentially reflecting a VS

deep donor level. The Eb value for sample R, however, is only
22 meV, reflecting the weak T dependence seen in nb(T ) for
this sample, consistent with its higher 300 K electron density
of ∼1018 cm−3. The latter is substantially larger than the other
classes of samples studied here, and we make two important
points about this. First, while purely bulk transport does not
occur in this sample even at 300 K, at this T the two-channel
analysis suggests >90% of the current flows through the bulk.
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We thus have reasonable confidence in the extracted bulk
transport parameters. Second, we note again that the unusual
behavior of sample R is not correlated with unusually high
or low Ni impurity concentration. The lack of any correlation
between Ni impurity concentration and transport behavior in
this work may indicate that Ni is not an n-dopant in FeS2,
consistent with recent work [68]. Additional research to verify
this would clearly be interesting and worthwhile.

Turning now to surface carrier densities, and beginning
with sample B, as already noted the low T behavior of ps(T )
in this case is essentially flat, consistent with practically 2D
metallic behavior. No corresponding surface carrier densities
are available for sample G, while sample Y presents ps(T ) that
exhibits freeze-out, consistent with the semiconducting nature
of this sample’s surface. Sample R, on the other hand, has
an n-type surface, again with negligible T dependence of the
carrier density. In all cases the T dependence of the surface
carrier density can be well described by simple activation,
the dashed lines in Figs. 7(a), 7(e), 7(i), and 7(m) being fits
to ps = Ns exp(−Es/kBT ), where Ns is the T → ∞ value
of ps, and Es is the surface activation energy. As shown
in Table I, the Es value for sample B is zero (the surface
is effectively metallic), the Es for sample Y is 26 meV (a
relatively small activation energy, much lower than the bulk),
while the Es for sample R is again zero (again, effectively
metallic). Table I additionally shows the Ns values, which for
samples B and Y are ∼1 × 1021 cm−3. The equivalent Ns for
sample R, which is shown in Table I as negative to highlight the
n-type surface conduction, is much larger, consistent with the
earlier comment about surface electron densities in this class
of samples approaching unphysical levels; this is returned to
below.

Moving on to analysis of the T dependence of the
mobilities, and again beginning with the bulk, Figs. 7(b), 7(f),
7(j), and 7(n) show that the form of μb(T ) is quite consistent
across all four samples. A rise on cooling from 300 K, before a
decrease at low T , is commonplace in relatively heavily doped
semiconductors, arising due to a competition between phonon
and ionized impurity scattering [69]. This can be captured in
our case with mobilities in the high and low T limits that
follow power law behavior:

μ(T → 300 K) ∝ T −αb (9)

and

μ(T → 0) ∝ T βb , (10)

where αb and βb are (bulk) exponents. The T −αb form is a
standard approach to describing phonon scattering at high T ,
while the low temperature T βb dependence is a simple means
to parametrize the ionized impurity scattering sometimes mod-
eled in the Conwell-Weisskopf or Brooks-Herring approaches
[70,71]. Based on Matthiesen’s rule, the mobility at any T can
then be modeled with μb(T ) ∝ μ(T →300 K)μ(T →0)

μ(T →300 K)+ μ(T →0) , a process
that works well for all crystals in this study [see the solid fit
lines in Figs. 7(b), 7(f), 7(j), and 7(n)]. As shown in Table I, the
resulting αb values vary little between samples, falling between
2.0 and 2.5 in all cases. This is consistent with prior reports

[27,72], where typical values were 2.5, potentially associated
with optical phonon scattering [69]. The βb values vary more
widely, falling between 0.3 and 2.1, although we note that
these derive from the limited T range over which the T βb

behavior can be probed before surface conduction interferes,
and eventually dominates; these values should therefore not be
over-interpreted. The surface mobilities shown in Figs. 7(b),
7(j), and 7(n) can be described in a similar fashion to μb(T ),
simply by adding a constant μs,T =0 to capture the finite
T → 0 extrapolation of the conductance for the crystals with
effectively metallic surfaces, i.e., samples B and R. The low T

behavior thus becomes μs(T ) = μs,T =0 + cT βs , where c is
a constant. The resulting fits [dashed lines in Figs. 7(b), 7(j),
and 7(n)] yield the parameters shown in Table I, where finite
μs,T =0 values are found only for samples B and R, as expected.
In the two samples in which non-negligible T dependence of
μs is found (samples B and Y) the βs values extracted from
the data were identical, at 2.5.

Importantly, with the T dependence of μs,ps,μb, and nb

fully parametrized, Eq. (6) can then be used in conjunction
with the parameters from the fitting of the Hall data to compute
σ (T ), for comparison with the measured ρ(T ). As shown in
Figs. 7(c), 7(g), 7(k), and 7(o) this self-consistency check
produces satisfying results, the solid lines [from Eq. (6)]
coinciding well with the measured ρ(T ). Using Eq. (8), a
similar process can be followed to calculate the T dependence
of |RH|(T ) in the B⊥ → 0 limit, as shown in Figs. 7(d), 7(h),
7(l), and 7(p). The solid lines here result from the parameters
shown in Table I, using a fitted T -independent surface value
of RH = 50 cm3C−1 for sample G, where no data are directly
available; a similar approach was used in Fig. 7(g). In all cases,
Figs. 7(d), 7(h), 7(l), and 7(p) show satisfactory agreement, the
model reproducing the diverse behavior of the experimental
|RH(B⊥ → 0)|(T ) in the four crystals, including the sharp
minima across the bulk to surface crossovers. The presented
two-channel conduction model thus reproduces all available
transport data on the four representative crystals discussed in
this paper.

IV. DISCUSSION AND OPEN QUESTIONS

The existence of surface conduction in the CVT-grown
pyrite single crystals studied here appears undeniable based
on the above results and analysis. Surface conduction is
apparent from the unusual R(T ) (i.e., the existence of Tcr),
the nonmonotonic AvdP(T ), the thickness scaling of R(T ), the
extreme sensitivity of low T transport to surface preparation,
and the deduced 2D nature of the IMT. Surface transport effects
are thus not confined to FeS2 crystals grown by a specific
method [27], but are more general. Transport substantially
different from the bulk apparently occurs in a region that is
typically restricted to within 2–3 nm of the surface, albeit with
substantial variations in the nature of that surface conduction.
At as-grown surfaces with atomic-scale roughness the surface
behavior varies from effectively metallic with degenerate
doping of ∼1021 cm−3 and a T → 0 mobility of 5 cm2 V−1s−1

(as in sample B), to semiconducting with an activation energy
∼20 meV and mobility <0.1 cm2 V−1 s−1 at 30 K (as in
sample Y). The progression from samples B → G → Y thus
involves surface conduction that crosses from weakly localized
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2D transport to ES VRH deep on the insulating side of the
IMT. The surface majority carrier type in such crystals is also
inverted with respect to the bulk, being definitively p type.
This conclusion is reached from the study of samples in which
the transport clearly does not involve hopping conduction,
and is thus robust. The nonlinear Hall effect observed at
the T -dependent bulk to surface crossover in such samples
is also as expected at such a crossover and can be used to
tightly constrain a two-channel conduction model capable of
capturing all quantitative features of the measured transport.
While the extracted surface transport parameters vary widely
(as expected from the above), the bulk parameters for samples
in classes B, G, and Y reveal doping levels, mobilities,
and activation energies that are relatively consistent, and in
reasonable agreement with prior work.

A number of important questions emerge from these find-
ings. First, and as already noted, it seems imperative that ad-
ditional research be undertaken to more definitively determine
whether VS are indeed responsible for n-type bulk behavior in
unintentionally doped FeS2 single crystals. This is a vital step
to understand and control doping in pyrite, which is essential
to unlock the full PV potential of this material. Second, it
indeed appears likely at this stage that surface effects could
have played a major role in the failure of earlier pyrite-based
solar cells [27], certainly the ones based on single crystals.
The origin of the surface conduction is thus of course a central
issue. We first note that the p-type character of the majority
of the surfaces studied here is generally consistent with prior
work based on x-ray/ultraviolet photoelectron spectroscopy
[3,8,9,20,27,73–75], transport [27], and other methods [14].
Photoelectron spectroscopy leads to the conclusion that the
most likely origin of the heavy p-type surface doping, and
associated Fermi level pinning near the valence band, is
intrinsic surface states [8,9,73–75]. The important model of
Bronold et al. considered stoichiometric (001) FeS2 surfaces
and found the fivefold surface coordination of Fe causes the
Fe 3dz2 (eg) orbital to fall into the band gap, creating an
intrinsic surface state [8,9]. Nesbitt et al. later reevaluated the
Bronold model, finding the inclusion of monosulfide species
(i.e., nonstoichiometric (100) FeS2−δ) to better describe the
S 2p spectrum [73,74]. Andersson et al. subsequently used
Ne+ sputtering to control the monosulfide defect density and
thus the S 2p spectra [73,75]. This latter fact is noteworthy
for our work, as the surface S stoichiometry could vary in our
crystals as a consequence of varied cooling rates and sulfur
overpressures during CVT growth, even within a single growth
tube, due to unavoidable temperature gradients, etc. Before
moving on, we note again that surface states could be generic
to pyrite structure transition metal disulfides, due to indications
in CoS2 and NiS2.

Alternatively, some ubiquitous surface dopant could be
responsible for the p-type surface inversion layer. While more
work is needed, one speculative possibility is the incorporation
of Br− during growth, or some atmospheric impurity such
as oxygen, potentially at VS sites. As already noted, no
measurable Br signal is observed in our PIXE measurements,
although the ∼10 μm sampling depth renders PIXE a bulk
probe relative to the ∼3 nm surface layer. A method such
as depth-profiled secondary ion mass spectrometry could
potentially better elucidate this issue. Whether O specifically

could behave as an acceptor in pyrite is debated from
the theoretical perspective [43,76], although we note that
theoretical studies of the recently discovered high pressure
pyrite FeO2 phase [77] suggest an Fe valence [78] that might
support p doping in FeS2−xOx . Additional theoretical work
would be worthwhile here, as would experimental efforts
at O doping. Careful depthwise investigations of impurity
incorporation, coupled with transport measurements, would
also be beneficial. Returning to intrinsic surface possibilities,
while it seems unlikely based on the weak spin-orbit inter-
action expected, and the relatively large band gap (although
this could be lowered at the surface), the possibility of a
topological insulator state should perhaps be ruled out in FeS2.
First-principles electronic structure calculations should be able
to confirm that the band structure is topologically trivial,
while experimental studies with angle-resolved photoemission
spectroscopy could rule out the characteristic behavior of a
topological insulator [48–51]. This would avoid the irony of
working to avoid surface conduction phenomena in a material
in which they are topologically protected.

Just as important as the origin of the p-type surface
inversion in pyrite is the question of the impact of this
behavior. From the perspective of PV devices, for example,
it seems essential to understand how the band profile that
results from surface inversion influences Voc. This is a point
upon which there is some disagreement in the literature, some
work suggesting that the p-type surface leads to the formation
of deleterious leaky tunnel barriers [6,8,27], some concluding
that is the deep donors (potentially from VS) that are the key
culprit in poor solar cell performance [14]. The deduced band
profiles are nevertheless similar in these two cases, as are
the essential ingredients (dense surface acceptors and bulk
donors). While additional heterojunction studies incorporating
well-controlled FeS2 single crystal surfaces would clearly help
understand this point further, one additional avenue that could
yield improved understanding is the electrical characterization
of the internal p-n junction implicated by the results provided
here. Future work combining in-plane and through-plane (i.e.,
vertical) transport could elucidate this important issue. It
should be added that the interplay of the above issues with the
band gap narrowing that has been evidenced at FeS2 surfaces
[40] is another open question.

Finally, there is of course the issue of potential means to
control the surface conduction established here. In this respect
our observation of substantial diversity in surface transport
behavior in nominally identical as-grown crystals is important,
as the factors that generate the diversity in surface doping and
mobility remain to be understood. Future work establishing
structure-property relationships for surface transport would
clearly be desirable, and could include the full battery of sur-
face structural and chemical characterization techniques, in-
cluding scanning probe microscopy and photoemission-based
methods. Scanning tunneling microscopy and spectroscopy,
conductive probe AFM, and Kelvin probe microscopy [14]
could be particularly fruitful given the nature of this problem.
Along these lines, the crystals in this work exemplified by
sample R are particularly intriguing. These exhibit degen-
erately doped metallic surfaces that are not inverted with
respect to the bulk, their resistance being so low that purely
bulk transport does not occur in in-plane measurements even
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at 300 K. While further work is needed to understand this
behavior, potentially via the various avenues discussed above,
one immediate possibility is that the ts value in such crystals is
significantly larger than in more typical ones. This is suggested
by the nearly unphysical surface electron densities deduced by
assuming ts = 3 nm, which would reduce to more reasonable
values if ts were anomalously high. It is interesting to note that
the low T resistance of samples in class R are in fact the lowest
shown in Fig. 4(c), approaching the vertical gray dashed line
that marks the position of the three-dimensional IMT. Again,
additional work is required to explore this possibility, including
understanding the possible connection to the unusually high
bulk n doping in such samples.

V. SUMMARY

In summary, a detailed electronic transport study of a large
set of thoroughly structurally and chemically characterized
pyrite FeS2 single crystals has been undertaken in this work.
Surface conduction phenomena are ubiquitous in such crystals,
manifesting themselves in the temperature, thickness, and
magnetic field dependence of the resistivity and Hall effect,
and enabling estimates of the thickness of the nanoscopic
surface conductive layer. This layer is found to have quite di-
verse transport character, even in nominally identical as-grown

crystals, a feature that is suppressed by mechanical polishing
of the surface. The surface of such crystals is also typically p

type, being inverted from the bulk, a conclusion that is reached
even in samples that do not exhibit hopping conduction. The
nonlinear Hall effect induced by this inversion has been shown
to be consistent with a simple two-channel conduction model,
which captures all aspects of the transport behavior found here.
These findings, and the open questions they highlight, have
been discussed in detail. It is suggested that while surface
electronic effects are gradually yielding to understanding in
pyrite FeS2, substantial additional work will be required to
understand and control them, a critical step in unlocking the
photovoltaic potential of this fascinating material.
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