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We present a three-dimensional study on the anisotropy of the charge density wave (CDW) in 17-TiSe,,
by means of in situ atomically resolved electron microscopy at cryogenic temperatures in both reciprocal
and real spaces. Using coherent nanoelectron diffraction, we observed short-range coherence of the in-plane
CDW component while the long-range coherence of out-of-plane CDW component remains intact. An in-plane
CDW coherence length of ~10nm and an out-of-plane CDW coherence length of 17.5 nm, as a lower bound,
were determined. The electron modulation was observed using electron energy-loss spectroscopy and verified
by an orbital-projected density of states. Our integrated approach reveals anisotropic CDW domains at the
nanoscale, and illustrates electron modulation-induced symmetry breaking of a two-dimensional material in three
dimensions, offering an opportunity to study the effect of reduced dimensionality in strongly correlated systems.

DOI: 10.1103/PhysRevMaterials.1.054002

I. INTRODUCTION

Modulations of electrons, phonons, and spins render
symmetry breaking in strongly correlated materials. From
a delicate balance of their interactions arise unconventional
macroscopic phenomena such as high-7, superconductivity
and colossal magnetoresistance. Particularly, material sys-
tems containing charge density waves (CDWs) are ideal for
studying structural symmetry breaking induced by electron
modulation, serving as a step toward a better understand-
ing of the intricate quantum phenomena that stem from
electron-phonon coupling and electron-electron interactions.
1T-TiSe, is a quasi-two-dimensional semimetal exhibiting
strongly correlated electron behavior. It undergoes a phase
transition at ~200 K, transforming into a commensurate CDW
state. The periodic lattice distortion (PLD) expands the unit
cell into a 2 x 2 x 2 superlattice. Studies on the origin of
the CDW phase transition in 17-TiSe, have been actively
conducted for decades. The Fermi surface nesting model [1]
has been proven to be improbable by experimental results
showing anisotropic electron and hole pockets [2]. Instead,
models based on electron-electron interactions (excitonic
insulator) [3-5] and electron-phonon coupling (band Jahn-
Teller effect) [6-8] have been proposed for 17-TiSe,. To
date, a quantitative theory on the origin of CDW in 17 -TiSe;
is still lacking, but based on experiments conducted using
terahertz spectroscopy, time-resolved angle-resolved pho-
toemission spectroscopy (ARPES), and momentum-resolved
electron energy-loss spectroscopy (EELS), agreement has
been reached that both electron-phonon coupling and electron-
electron interactions play an important role [9—11].

The 1T-TiSe, system is of particular interest since it
not only exhibits CDW phase transitions, but can also be
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superconducting. Superconductivity is found in pure 17 -TiSe;
under pressure [12], and has been found to be strongly
connected to the formation of CDW domain walls [13].
On the other hand, the Cava group reported that upon Cu
intercalation, the CDW transition is suppressed and super-
conductivity emerges [14]. According to the BCS theory,
electron-phonon coupling could drive the formation of electron
pairs that leads to conventional superconductivity. At the
CDW phase transition temperature, Weber et al. observed
a complete softening of a transverse optic phonon at the L
point, which indicates that strong electron-phonon coupling
also plays a role in stabilizing the CDW/PLD, which aligns
with the band Jahn-Teller effect theorem [7,15]. So far, a
number of experimental investigations have been performed
to study the CDW phase transition in 17-TiSe,. However,
due to the limitation of experimental techniques related to
the low-dimensional nature of the material, research has
been confined either to the top surface of the material
[16-18], or purely in reciprocal space that measures averaged
properties without spatial resolution [4,19-23]. A full-scale
study in all three dimensions of real space combined with
reciprocal space information is yet to be conducted, limiting
the ability to correlate the bulk property, and the underlying
non-two-dimensional structure of the CDW domain.

In this paper, we solve this dilemma by integrating a
set of experimental approaches using transmission electron
microscopy. We use coherent nanoarea electron diffraction
(NED) to unravel three-dimensional reciprocal space proper-
ties; we acquire position-averaged convergent beam electron
diffraction (PACBED) to reveal the real space nanometer
scale domain distribution with depth information; we collect
atomic-resolution scanning transmission electron microscopy
(STEM) and EELS to access both real space and the energy
space information. Our results show that the CDW forms three-
dimensional cylindrically shaped domains, with different
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FIG. 1. (a) False color HAADF-STEM image of 17-TiSe,, where Ti atoms are blue and Se atoms are green. Inset: Atomic model showing
the same atomic structure of 17-TiSe,. (b) HAADF-STEM image of 17-TiSe, taken at relatively low magnification showing that the sample is
free of dislocations and planar defects. (c)—(f) EELS elemental mapping of 17-TiSe, showing atomic-resolution signals from (c) Ti L3, edge,
(d) Se M, 5 edge, (e) simultaneously acquired ADF image, and (f) composite image of Ti and Se.

in-plane and out-of-plane coherence lengths. First-principles
density functional theory (DFT) calculations are integrated to
explore the electronic feature of CDW in 17 -TiSe;.

II. METHODS

We used the aberration-corrected JEOL JEM-ARM200CF
STEM to acquire high angle annular dark field (HAADF)
images, EELS, and PACBED. The microscope was operated at
80 keV. The convergence angle used for STEM/EELS acqui-
sition was 24-27 mrad and for PACBED it was 8-9 mrad. We
used JEOL JEM-2100F to perform coherent NED studies. By
using a 10 wm condenser aperture, the electron probe size can
be confined to ~50 nm. A liquid helium cooling stage was used
for EELS and PACBED acquisition at 19 and 28 K, respec-
tively. A liquid nitrogen cooling stage was used for the NED
study at 89 K. DFT calculations were performed using the Vi-
enna ab initio simulation package (VASP) with a plane-wave ba-
sis set [24,25] and the projector augmented wave method [26].
The semilocal metageneralized gradient approximation with
a Perdew-Burke-Ernzerhof functional was employed to treat
the exchange-correlation effect [27,28]. The kinetic energy
cutoff was set to 420 eV. A T'-centered k-point mesh up
to 21 x 21 x 13 was used in the density of states (DOS)
calculations. The structure of 17" and the CDW phase was fully
relaxed until the force on each ion was less than 0.01 eV/ A.

III. RESULTS AND DISCUSSION

Figure 1(a) shows an atomic-resolution STEM HAADF
image of 17-TiSe, viewing from its [001] direction at room
temperature. The contrast of the image is proportional to the
atomic number, therefore Se atoms appear to be brighter than

Ti. The inserted model indicates that one Ti atom (blue) is
surrounded by six Se atoms (green), three of which are above
the Ti layer and three below, forming the space group of P3m 1.
A lower magnification image shows that the flake is free of
dislocations and planar defects [Fig. 1(b)], confirming the
long-range order of the 17 phase. Figures 1(c)—1(f) form a set
of atomic-resolution EELS elemental mappings that matches
the atomic structure obtained by the ADF image. Ti and Se
atomic columns are mapped using energy-loss signals from
the Ti L3 » edge and Se M, 3 edge, respectively.

Direct evidence of a CDW phase can be obtained from
electron diffraction, in which the 2 x 2 x 2 superlattice
generates (l/2,1/2,1/2) Bragg peaks. Coherent NED was
utilized to perform the study of the structural modulation.
NED is generated by a coherent parallel electron beam, and
has a much smaller probe size compared to conventional
selected area electron diffraction (SAED) [29]. The diffraction
pattern of NED looks similar to that of SAED, but is more
adequate for a quantitative study of nanostructures given
its smaller probe size and abundant phase information. To
confirm the existence of CDW, we acquired NED on 17-TiSe;
using a liquid nitrogen cooling stage at 89 K. Figure 2 shows
a comparison between NED patterns taken before [Fig. 2(a)]
and after [Fig. 2(b)] in situ liquid nitrogen cooling. At 89 K,
we find clear evidence of a 2 x 2 x 2 superlattice between the
zero-order Laue zone (ZOLZ) and the first-order Laue zone
(FOLZ), which is generated by the commensurate CDW phase.

For the commensurate CDW phase of 17-TiSe,—a well-
known triple-g system—the CDW wave vectors q; (i = 1,2,3)
are expressed as a linear combination of the reciprocal lattice
vectors a; such that g, = %(a*l‘ +a}), while ¢, and ¢,
can be obtained by rotating ¢, around the a direction by
+120°. For most triple-g CDW systems such as 17-TaS, and
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FIG. 2. (a) NED pattern acquired at room temperature including FOLZ showing the P3m1 space group. (b) NED pattern acquired at 89 K
including FOLZ showing the P3c1 space group, with (1/2,1/2,1/2) Bragg peaks emerging between ZOLZ and FOLZ. (c) NED pattern cropped
from (b) with reduced intensity saturation of the ZOLZ, showing Bragg peaks corresponding to the superlattice in ZOLZ (I = 0) and the
CDW ring (I = 1/2). (d) Gaussian fitting of the in-plane CDW (h/2,k/2,0) peaks (blue), out-of-plane CDW (h/2,k/2,1/2) peaks (purple), and
fundamental structure (4,k,0) and (4,k,1) peaks (orange). The intensity of the blue curve has been enlarged ten times for visual convenience.
(e) FWHM measurement of the in-plane CDW (h/2,k/2,0) peaks, out-of-plane CDW (h/2,k/2,1/2) peaks, and fundamental structure (h,k,0)

and (h,k,1) peaks.

2H-TaSe;, the CDW wave vectors consist of only in-plane
components [30], therefore, in reciprocal space, the CDW
Bragg peaks only emerge in the Laue zones where the order
numbers are integers (zero order, first order, etc.). In 17-TiSe,,
however, given the out-of-plane component, extra Bragg peaks
emerge between the zero-order and first-order Laue zones. This
system appears to be an ideal case to study the in-plane and
out-of-plane coherence of CDW.

The NED pattern we acquired at a cryogenic temperature
consists of three portions: the zero-order Laue zone consisting
of (h,k,0) and (h/2,k/2,0) Bragg peaks in the center that
contains in-plane structural information, the first-order Laue
zone consisting of (h,k,1) Bragg peaks as the outmost ring
that contains out-of-plane structural information, and the
(h/2,k/2,1/2) Bragg peaks that form a ring between the
zero-order and first-order Laue zones, carrying out-of-plane
CDW structural information, as illustrated in Fig. 2(c).
The diffraction spots, on the other hand, consist of two
categories: fundamental spots (%,k,l) that come from the
original 1 x 1 x 1 structure, and CDW spots (h/2,k/2,0) and
(h/2,k/2,1/2) generated by the superlattice. For samples with
a finite thickness, the reciprocal lattice is a three-dimensional
(3D) array of relrods, and the real space structure and
geometry associated with them determines the shape of the

relrods. A rational assumption we adopted is that the shape
of the original 1 x 1 x 1 structure can be approximated by
an infinitely large disk, but due to the beam size (~50nm)
confinement, the sampling volume is 7 x 50> x ¢ nm?, where
c is the sample thickness, hence the relrods associated with
the isotropic, long-range coherent fundamental structure take
the shape of a near sphere; if the 2 x 2 x 2 superlattice forms
certain domains instead of an infinitely large disk, the shape
of the relrods changes accordingly and can be measured
from the diffraction pattern. The mean domain size can be
estimated using the Debye-Scherrer equation

o
"~ BcosH’

where k is the shape factor with values between 0.9 and 1
depending on the shape of the domain, A is the electron wave-
length (2.5 pm for a 200 keV electron probe), g is the full width
at half maximum (FWHM) of the Bragg peaks, and 6 is the
Bragg angle. In our NED pattern, for the innermost Bragg peak
(1/2,0,0), the Bragg angle is 2.042 mrad; for the outermost
Bragg peak (11,0,1), the Bragg angle is 44.873 mrad. The value
of cos 6 therefore varies from 1 to 0.999, and can be neglected
in this equation. The domain size eventually becomes inversely
proportional to the FWHM of the Bragg peaks.
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FIG. 3. (a) Schematic showing how the Ewald sphere cuts the
relrods in reciprocal space. (b) Schematic showing the elliptical relrod
of a cylindrically shaped CDW domain.

We therefore extract the Bragg peaks of in-plane CDW spots
(h/2,k/2,0) and out-of-plane CDW spots (h/2,k/2,1/2), and
compare them with the fundamental spots (%,k,0) and (h,k,1).
We fit the peaks with a Gaussian function and the results are
shown in Fig. 2(d). The FWHM of the peaks are measured
to be 0.36 £ 0.041/nm for (h/2,k/2,0), 0.25 £ 0.031/nm for
(h/2,k/2,1/2), and 0.25 & 0.011/nm for (k,k,0) and (h,k,1),
respectively. The width of a diffraction spot depends on how
the Ewald sphere is cutting the relrod, as shown in Fig. 3(a).
The shape of the relrod depends on the real space geometry
of the sample. For the fundamental 1 x 1 x 1 structure, the
sample is infinitely large in plane, but the beam size confines
the sampling area to a circle with a diameter of ~50nm;

Experiment

Simulation

PHYSICAL REVIEW MATERIALS 1, 054002 (2017)

the out-of-plane size is confined by the sample thickness,
hence the corresponding relrod is a near sphere given that
the sample thickness is around 30-50 nm. Therefore, for
fundamental spots, the FWHM does not change significantly
between ZOLZ and FOLZ given their spherical shape, as also
verified by our measurement [the orange bar with the smallest
standard deviation in Fig. 2(e)].

For the CDW superlattice, the in-plane spots (h/2,k/2,0)
have a significant broadening compared to the out-of-plane
spots (h/2,k/2,1/2), but the out-of-plane spots are nearly
identical to the fundamental spots. To explain the likely
scenario, we build the schematic shown in Fig. 3(b). For an
elliptically shaped relrod, its width a* is much larger than its
height c*, while the height is confined by the sample thickness.
When the Ewald sphere cuts the CDW relrod in the ZOLZ, the
width we get is a*. When the Ewald sphere cuts the CDW
relrod in the / = /2 plane, the width decreases significantly, as
shown by the dashed line in the schematic. In this case, the real
space shape of CDW domain corresponding to the elliptically
shaped relrod would have a short in-plane dimension and a
long out-of-plane dimension confined by sample thickness,
therefore we predict that the CDW domain has a cylindrical
shape. Of course, we are aware that the width of the diffraction
spots is also affected by the projection angle since the CCD
is flat. However, we have measured the lattice constants in
both ZOLZ and FOLZ, and found no difference between
the two. We are convinced that the projection angle-induced
distortion can be considered as a secondary effect that has
a minor or negligible contribution to the change of FWHM,
given the primary effect caused by the relrod shape change is
significantly larger.

By quantitatively analyzing the NED pattern, we have
derived that in 17°-TiSe;, the CDW domains form a cylindrical

FIG. 4. CBED patterns showing (a) ZOLZ at room temperature. (b) FOLZ lines at room temperature, where white ovals indicate the structure
symmetry is threefold instead of sixfold. (¢) FOLZ and CDW lines at 28 K. (d)—(f) Bloch-wave-based simulations of (a)—(c), respectively.
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with different structural properties become visible [32]. Com-
bined with Bloch-wave-based simulations, PACBED can also
be used to accurately measure the sample thickness. Figure 4
illustrates how PACBED is used for a thickness measurement
and phase transition study. Figures 4(a)—4(c) are experimental
CBED npatterns, and Figs. 4(d)—4(f) are simulation results.
Figure 4(a) is a CBED pattern from the ZOLZ; simulations
were carried out [Fig. 4(d)], and the thickness of this area was
found to be 17.5 nm. Compared to the sixfold symmetry in
ZOLZ, FOLZ lines provide much more accurate symmetry
information since they include out-of-plane wave vectors, so
we can see the threefold symmetry of 17-TiSe,, as indicated
by the white ovals in Figs. 4(b) and 4(e). Shown in Fig. 4(c),
after in situ cooling to 28 K, we found additional lines between
ZOLZ and FOLZ lines that correspond to the 2 x 2 x 2
CDW superlattice, but the structural parameter change is so
small that the FOLZ lines are nearly identical to those at
room temperature. Simulated CBED patterns in Figs. 4(e)
and 4(f) are in good agreement with experiment, confirming
the existence of a CDW phase.
We extract CBED patterns from each pixel of the PACBED
mapping. In a CBED pattern, by selecting only the CDW lines,
FIG. 5. (a) Real space mapping of the CDW line intensity,  we inversely map their intensity distribution back to real space.
showing a domain structure of ~10 nm. CBED patterns are extracted Figure 5(a) shows a mapping of the CDW signal intensity,
from the black and white squares, as shown in (b) and (c), respectively. showing a stark contrast between the CDW maxima [Fig. 5(b)]
(b) CBED pattern showing a visible CDW line, indicatinga?2 x 2 x 2 and minima [Fig. 5(c)], and the CDW maxima form a domain
§upferlzi.ttice in this. area. (¢) CBED pattern.s shgwing no CDW line, of ~10nm. Within this domain, the CDW signal is strong
indicating t.he orlgm.al 1x1x1 stmcture 11j1 this ar.ea. The color bar and uniform, indicating that the long—range coherence of the
has an arbitrary unit. (d) Schematic showing cylindrically shaped . .
CDW domains randomly distributed in the TiSe, slab. out-of'—plane? component is preserved. Combining PACB.E D
mapping with the NED pattern, we conclude that a typical

0

shape; their in-plane coherence length is short, but the out-of- CDW domain forms a cylindrical shape, with an in-plane
plane coherence length is long. To date, there is no direct evi- coherence length of ~10nm and out-of-plane coherence
dence from real space that can validate our observation, hence  length with a 17.5 nm lower bound, as illustrated in Fig. 5(d).
an in situ position-averaged CBED at a cryogenic temperature Upon the CDW phase transition, a structural modulation
is utilized to perform a three-dimensional investigation. takes place and lowers the symmetry of the system from

In order to study the CDW domain structure in real space, =~ P3m1 to P3cl. The upper and lower layers of Se atoms

we acquired position-averaged CBED on the 17-TiSe, flake ~ surrounding Ti rotate in opposite directions, rendering a
at both room temperature (295 K) and a cryogenic temperature change in coordination from an octahedron towards a trigonal
(28 K). In a PACBED mapping, the convergent electron probe ~ prismatic [6], hence the electronic structure changes. In
scans an area in a raster while recording the CBED pattern transition metal dichalcogenite systems, the lowest conduction
at each pixel [31]. Therefore, local structural information can ~ bands are constituted of metal d bands, herein the Ti 3d
be extracted from the mapping, and nanometer-sized domains band. In the case of 17-TiSey, the Ti 3d band splits into
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FIG. 6. (a) EEL spectra of Ti L3, edge acquired at room temperature (orange) and 19 K (blue), showing the difference in the f,, intensity.
(b) DFT calculation of Ti DOS of the t,, and e, orbitals, showing a decrease in the #,, peak above the Fermi level due to a CDW phase transition.
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FIG. 7. (a) First-principles prediction of the valence charge density map of a Ti-Se plane in 17'-TiSe, showing twofold symmetry. In this
plane, one Ti atom in the center (red) is surrounded by four Se atoms in the corner (blue). (b) Valence charge density mapping of the same
Ti-Se plane in the CDW phase showing symmetry breaking along the Ti-Se bond direction. The color bar shows a charge density from O to

1 eV/A3. (c) Atomic model showing the Ti-Se xy, xz, and yz planes where the valence charge density is mapped.

lower-energy t,, orbitals and higher-energy e, orbitals [30,33];
the 1, orbitals cross the Fermi level at the L point and form
an electron pocket, therefore the CDW phase transition mainly
affects the #,, orbitals. We acquired EELS spectra of Ti L edge
at 293 K (17 phase) and 19 K (CDW phase) and observed
changes in the electronic structural modulation. As shown in
Fig. 6(a), at cryogenic temperatures, the #,,-e, splitting in
both the L3 and L, edges enlarges, the intensities of the #,,
peaks decrease significantly, and the low-energy side of the e,
peak broadens, causing a redshift of the #,,-¢, splitting. Such
changes indicate that the hybridization of Ti 3d and Se 4 p has
changed significantly upon CDW formation, as CDW-induced
band backfolding would result in an increase of occupied states
in the #,, orbitals below the Fermi surface, and, equivalently, a
decrease of unoccupied states in the ,, orbitals further up. DFT
calculations further confirmed that the CDW phase transition
is accompanied by changes to the Ti 3d orbitals. Figure 6(b)
displays the density of states of the Ti 3d band in both the
1T and CDW phases above the Fermi level. From 1T to
CDW, we notice a significant decrease in the #,, orbital, which
stems from the decrease of the d,, orbital; an additional peak
emerges in the e, orbital, which originates from the increase
of the d,» orbital. It is worth noticing, however, that DFT only
calculates the charge orbitals in the ground state, while EELS
probes the transition from lower occupied core states to higher
unoccupied states. Nevertheless, EELS and DOS results agree
with each other qualitatively very well as the change in the final
states would always affect the transition from the initial states.

Given the quasi-two-dimensional nature of 17-TiSe,,
anisotropy at the atomic level is not unexpected. Studies have
also shown macroscopic anisotropy by measuring the in-plane
and out-of-plane resistivity [1]. Our direct observation
of nanometer-sized cylindrically shaped CDW domains,
however, indicates anisotropy at the nanoscale. Since the
atomic position and atomic displacements in the CDW phase
are known, it is straightforward to calculate the valence charge
density of 17-TiSe, in both the 17 and CDW phases. In
Fig. 7(a), we plot the valence charge density of 17-TiSe, from
a Ti-Se plane that cuts through the two top layers of Se, one
middle layer of Ti, and two bottom layers of Se, as illustrated
in Fig. 7(c). In this plane, Ti and Se form pd-hybridized
bonds, hence CDW/PLD would greatly affect the bonding
configuration. As shown in Fig. 7(a), the charge density map of
the 17 phase shows a twofold symmetry; in the CDW phase,
the twofold symmetry is broken due to the displacement of
Ti and Se atoms, as shown in Fig. 7(b). In Fig. 7, we plot the
charge density map on the xy, xz, and yz planes, and clearly
observe a difference in bond shape between these planes. It is
worth noticing that the symmetry breaking here takes place in
a single Ti-Se octahedron, and threefold in-plane symmetry
is still preserved when a 2 x 2 x 2 supercell is considered.
These results agree very well with the previous studies in
Ref. [1], and are presented here to provide a detailed picture
of how the bonding configuration changes during the CDW
phase transition. Many opportunities still exist for studying
the electronic origin of the anisotropic CDW domain, which
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could be driven by anisotropic electron-phonon coupling
and/or anisotropic electron-electron interactions. Such efforts
could benefit from a further understanding of how the local
electronic structure evolves.

According to the BCS theory, electron-phonon coupling
could drive the formation of electron pairs that leads to
conventional superconductivity; electron-phonon coupling de-
termines the critical temperature T, and the critical field is a
function of T /T, [34]. The discovery of anisotropic properties
in Cu-intercalated 17-TiSe, implies that the electron-phonon
interaction is anisotropic in the superconducting state [35].
Such anisotropy has also been observed in NbSe, [36-38].
The relationship between the CDW state and superconducting
state has been a long-standing mystery that still needs to
be elucidated. It is widely accepted that CDW and super-
conducting are competing orders and suppress each other,
and CDW often emerges above the superconducting dome in
the phase diagrams [12—14,39-41]. Theoretical studies have
reproduced the pressure phase diagram with competing CDW
and superconducting orders, as well as a superconducting
dome, in the framework of electron-phonon coupling without
excitonic effects, suggesting that the connection between
CDW and superconducting is dominated by electron-phonon
coupling [42]. For both Cu-intercalation and pressure-induced
superconductivity formation, CDW domain walls are found to
be the triggering factor [13,43]. Our study showed, in the
CDW regime, the anisotropy of in-plane and out-of-plane
CDW in 17-TiSe,. Based on the McMillan model, a short
in-plane coherence length suggests strong electron-phonon
coupling, while a long out-of-plane coherence length suggests
relatively weak coupling [44]. Our discovery of anisotropic
CDW domains could shed light on understanding the emer-
gence of superconductivity in three dimensions. Moreover,
many physical properties in CDW phase transitions, such as
transition temperature and resistivity, are altered with reduced
dimensionality, meaning the out-of-plane coherence could also
be used to tune these parameters [45].

PHYSICAL REVIEW MATERIALS 1, 054002 (2017)

IV. SUMMARY

In summary, combining atomically resolved STEM imag-
ing, diffraction, and EELS, we have studied the atomic struc-
ture and electronic structure of 17 -TiSe,. In the CDW state, the
NED patterns revealed the three-dimensional nature of CDW
coherence, suggesting in-plane and out-of-plane anisotropy. In
addition to the periodic lattice distortion observed with elec-
tron diffraction, we studied charge modulation using EELS,
revealing that electron modulation and lattice modulation take
place simultaneously. Supported by DFT calculations, EELS
could confirm the CDW state with a high spatial resolution,
and serve as a step toward the characterization of the electronic
structure change at the domain boundaries with atomic
resolutions. Our unique integrated approach to investigate
the three-dimensional nature of the CDW domain can serve
as guidance for future atomically resolved studies in two-
dimensional systems when an out-of-plane phenomenon is
of interest, and for convenient extraction of three-dimensional
information by a quantitative analysis of electron diffraction.
It can be further used to correlate, for example, CDW and
superconductivity, as well as to understand emerging behavior
in thin films due to the reduced dimensionality.
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