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Irradiation-driven amorphous-to-glassy transition in quartz: The crucial role of the medium-range
order in crystallization
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Noncrystalline solids can be classified into glassy and amorphous, wherein glasses and amorphous solids relax
toward the supercooled liquid and crystalline states upon heating, respectively. However, the structural origin
of such distinction remains unknown. Herein, based on molecular-dynamics simulations of irradiation-induced
disordering of α-quartz, we demonstrate the existence of an amorphous-to-glassy transition. We show that the
transition to the glassy state originates from the appearance of structural defects within the medium-range order
of the atomic network. Such defects arise from the percolation of short-range defects and kinetically prevent
crystallization. Overall, this suggests that the propensity of a disordered system for crystallization is controlled
by the similarity between its medium-range order and that of the isochemical crystal.
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I. INTRODUCTION

When cooled from the liquid state, materials can turn into
solids by crystallizing, wherein crystals exhibit a periodic
atomic structure. In contrast, if quenched fast enough to avoid
crystallization, solids can also be noncrystalline, that is, they
can feature a disordered atomic network [1]. Noncrystalline
solids typically show a rather well defined short-range order
(SRO, comprising bond lengths, bond angles, and coordination
numbers) and some degree of medium-range order (MRO,
comprising dihedral angles, ring statistics, etc.). However, in
contrast to crystals, they lack any long-range order (LRO, i.e.,
structural correlations larger than around 10 Å) [1]. Disordered
materials can also be formed through various techniques,
including sol-gel synthesis, vapor deposition, or exposure to
shock waves or radiations [1–3].

Although the terms “glasses” or “amorphous” are com-
monly used interchangeably to describe noncrystalline solids,
we rely here on the classification introduced by Gupta [1,4,5],
wherein “amorphous” and “glassy” refer to two mutually
exclusive states for disordered solids, as defined in the follow-
ing. First, based on their SRO, glasses satisfy the condition
SRO(glass) = SRO(melt), whereas amorphous solids (a-
solids) violate this condition, i.e., SRO(a-solid) � SRO(melt).
Second, when exposed to higher temperatures, amorphous
solids do not show any relaxation toward the liquid state, and,
consequently, they do not exhibit a glass transition. Instead,
upon heating, they tend to relax toward the crystalline state [4].
Based on this observation, a more meaningful classification of
disordered solids has been proposed [3,5], wherein glasses are
defined as “a nonequilibrium, noncrystalline state of matter
that appears solid on a short time scale but continuously
relaxes towards the liquid state.” In turn, noncrystalline solids
that tend to crystallize upon heating are referred to as amor-
phous [4]. In other words, although glasses and amorphous
solids are both out-of-equilibrium materials, glasses tend to
relax toward the metastable supercooled liquid state upon

heating (e.g., glassy silica, g-SiO2), whereas amorphous solids
tend to relax toward the stable crystalline state [4] (e.g., amor-
phous silicon, a-Si [6]). Altogether, the criterion proposed
by Gupta offers a physically sound framework to distinguish
amorphous from glassy solids. As such, note that, in the
following, we establish our conclusions by entirely relying
on this framework. However, despite the convenience of this
criterion, no clear structural signature discriminating glassy
from amorphous atomic networks has been established thus far.

Here, based on reactive molecular dynamics (RMD) simu-
lations, we report evidence of an amorphous-to-glassy (ATG)
transition, and we identify its underlying structural origin.
This is illustrated by taking the example of α-quartz, wherein
the degree of disorder is progressively increased through
irradiation. We observe that, at low deposited irradiation
energy, the system recrystallizes upon heating and eventually
shows a first-order transition to the liquid state. In contrast, it
continuously converts into a liquid at higher deposited energy,
thereby fulfilling the definition of a glass. We show that this
transition is associated with the appearance of MRO defects in
the atomic network. We demonstrate that the ATG transition
arises from the fact that, upon thermal annealing, SRO defects
can be “healed,” whereas MRO defects cannot. This suggests
that the structural similarity between the MRO of disordered
atomic networks and their crystalline counterparts plays a
crucial role in controlling their propensity for crystallization.

II. SIMULATION METHODS

A. Irradiation simulations

Following a well-established methodology [2,7–9], we rely
here on realistic RMD simulations of irradiation-induced
damage in α-quartz. All the simulations are conducted using
the open-source package LAMMPS [10]. To simulate the
irradiation of the network by neutrons, a randomly chosen
atom is accelerated with a kinetic energy (600 eV herein)
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that simulates an elastic collision of the neutron particle with
the primary knock-on atom (PKA). Since the probability of
neutron collision differs for each of the atomic species, the
PKA is chosen based on weighted probabilities accounting
for the neutron cross sections of silicon and oxygen atoms.
The PKA, accelerated with the desired incident energy, then
collides with other atoms in the lattice, thereby resulting
in a ballistic cascade. To avoid any spurious effects of the
thermostat on the dynamics of the cascade, a spherical region
is created around the impacted zone. The atoms outside the
spherical region are kept at a constant temperature of 300 K
by a Nosé-Hoover thermostat [11], while the atoms inside
the sphere are treated in the NVE ensemble. Note that high
velocities and excessive collisions during the damage cascade
could result in numerical errors within the time integration.
To avoid such errors, a variable time step is used during the
ballistic cascade, which is based on the maximum distance
moved by the PKA during one time step. Otherwise, a constant
time step of 0.5 fs is used. Based on the time required herein
for the temperature and energy of the system to converge
after each collision, the relaxation of the ballistic cascade is
simulated for 15 ps. The system is further relaxed in the NPT
ensemble at 300 K and zero pressure for another 5 ps. This
enables the system to adjust its density upon irradiation. Thus,
a simulation time of 20 ps is used per PKA to ensure the full
relaxation of the system under irradiation. The process is then
repeated with different atomic species as PKA until the system
exhibits both long-range and short-range saturation, i.e., in
terms of both enthalpy and density. It is worth noting that
the sequential irradiation methodology presented here yields
similar cumulative damage to that of simultaneous multiple
particle irradiation [12]. This ensures that the generality of the
results is maintained.

Due to the high velocity and displacement of the PKA,
a large region within the crystal lattice is affected during
each ballistic cascade. Consequently, to avoid potential spu-
rious self-interactions arising from the periodic boundary
conditions, an appropriate minimum system size needs to be
determined for a given deposited energy per PKA. However,
extremely large system sizes might be computationally pro-
hibitive. Herein, we employ the following methodology to
determine the optimum system size. First, each of the atomic
species present in the pristine quartz (Si and O atoms) is re-
peatedly projected with the target radiation energy in randomly
chosen directions. Then, the maximum atomic displacements
of each of the PKAs are recorded. Finally, the system size
is chosen to be at least twice as large as the maximum
distance among all the recorded ones. In the present case,
the optimal initial system size is obtained as a 10 × 10 × 9 α-
quartz supercell comprising 8100 atoms. Note that the present
size obtained based on such optimization is significantly
smaller than previous studies wherein an arbitrarily large
system size was chosen. It is worth noting that the accuracy
of molecular-dynamics simulations depends highly on the
ability of interatomic potentials to appropriately describe the
structure and dynamics of the system. In the case of irradiation
simulations, this is further complicated by the fact that the
system undergoes a structural disordering. In particular, the
interatomic potential must (i) be able to describe both the pris-
tine and disordered structures with a fixed set of parameters;

(ii) provide a realistic description of ballistic cascades resulting
from high-energy collisions, that is, wherein atoms potentially
explore the short-distance part of the potential; and (iii) be
able to handle the formation of local structural defects—e.g.,
over- or undercoordinated atoms—which are likely to form
upon irradiation. Toward that end, we use the ReaxFF potential
[13], with parameter calibrations from Manzano et al. [14], as
it can correctly describe the structure of both pristine α-quartz
and glassy silica, and it features robust potential forms that
can dynamically adjust the potential energy based on the local
atomic environment of each atom [15].

B. Computation of the fraction of displaced atoms

To determine at which point the system becomes fully
disordered—that is, when no pristine regions remain in the
system—we compute the fraction of impacted atoms upon
irradiation. This is achieved by computing the fraction of
permanently displaced atoms after each bullet impact. Note
that the displacements are computed after the complete
relaxation of the system after each ballistic cascade. Further,
the movement of the center of mass of the system, if any,
is removed from the displacements in order to get the actual
displacement of the atoms with respect to their lattice position
at equilibrium. Note that, based on the Lindemann criterion
for phase transition [16], melting initiates in a solid when the
average amplitude of the thermal vibration of a bond exceeds
10% of its original value. Here, an atom is considered displaced
if it moves from its lattice position by more than 0.32 Å—20%
of the of Si–O bond length—which is twice as large as the
threshold proposed by the Lindemann criterion.

C. Glass preparation

To compare the response of irradiated quartz upon anneal-
ing to that of its glassy counterpart, a silica glass is prepared
following the conventional melting-quenching method [15].
Note that, for a meaningful comparison with irradiated quartz,
we ensure the usage of the same potential, time step, and
system size (8100 atoms). First, an initial system is generated
by randomly placing Si and O atoms in a cubic box while
maintaining charge neutrality and ensuring the absence of any
unrealistic overlap. The system is then melted at 4500 K under
zero pressure for 1 ns in the NPT ensemble to ensure the loss
of the memory of its initial configuration and to reach the
state of an equilibrium silica melt. The melt is then gradually
cooled from 4500 to 300 K at zero pressure with a cooling
rate of 1 K/ps in the NPT ensemble. The final glass structure
formed is further equilibrated at 300 K and zero pressure for
1 ns in the NPT ensemble to ensure the complete relaxation of
the structure. Note that, although the cooling rate used herein
for the preparation of the glass is significantly higher than
that typically achieved experimentally, it has been shown that
the structure of simulated silica glass depends only weakly
on the cooling rate [17,18] and shows good agreement with
experimental data [15].

D. Computation of the ground-state enthalpy

In this study, we aim to track the enthalpy of irradiated
quartz at different annealing temperatures. This enables a
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direct comparison of the energy state of partially irradiated
quartz samples with those of pristine quartz and glassy silica.
Further, it can be used to assess the extent of structural
relaxation in irradiated quartz upon annealing. However, at
finite temperature, the energy of a system comprises some
contributions from the random thermal vibrations of the atoms.
Such fluctuations contribute to some uncertainty in the instan-
taneous potential energy of the system when sampled ran-
domly from the configurational space. This issue is overcome
by computing the ground-state enthalpy H0, which removes
the random thermal fluctuations and calculates the enthalpy of
the inherent structure. Thus, H0 corresponds to the energy of a
configurational state at 0 K. This is computed by performing an
energy minimization at zero pressure, following the method
presented in Ref. [19]. This ensures that all atoms reach a
local minimum of potential energy, thereby removing any
thermal contribution from the computed enthalpy. Note that
this method provides the local—i.e., not absolute—minimum
of enthalpy of the system, and, as such, it can be used to obtain
the value of the ground-state enthalpy at a given temperature.
Such evolutions are investigated for α-quartz, glassy silica, and
quartz samples subjected to different radiation dosage using
the following procedure. Starting from structures equilibrated
at 300 K and zero pressure, the system is gradually heated at
a rate of 1 K/ps under zero pressure in the NPT ensemble up
to a temperature of 4500 K, that is, when both the crystal and
glass melt. A posteriori, independent atomic configurations
are selected every 100 K, instantaneously cooled to 1 K,
and further relaxed for 50 ps at this temperature in the NPT
ensemble. The ground-state enthalpy is eventually computed
for each configuration.

E. Computation of the enthalpy of fusion

To characterize the solid-to-liquid phase transformation of
irradiated quartz samples—and thereby discriminate glassy
from amorphous systems—we compute their enthalpy of

fusion, �Hf , that is, the extent of the enthalpy discontinuity
upon melting. �Hf is calculated through the following
methodology. First, the ground-state enthalpy, H0, is plotted as
a function of the annealing temperature. The derivative of H0

with respect to the temperature is then computed numerically
to obtain the instantaneous slope of the H0 versus T curve.
This derivative, dH0/dT , is then plotted as a function of
the annealing temperature. At the melting temperature, the
discontinuity in H0 results in a peak in the dH0/dT curve.
�Hf is then obtained by computing the area under this peak
in the dH0/dT curve around the melting temperature. Note
that a baseline is fitted for the dH0/dT curve to avoid any
spurious effects of the thermostat and energy-minimization
techniques on the computation of �Hf . �Hf is computed for
all the irradiated configurations, pristine quartz, and glassy
silica following this procedure.

F. Bond-orientational parameter

The bond-orientational parameter [20] (BOP), ql , which
characterizes the local orientational order in an atomic system,
is defined as

ql =
√√√√ 4π

2l + 1

m=l∑
m=−l

ȲlmȲ ∗
lm, (1)

where Ȳlm = 1
nnn

∑nnn
j=1 Ylm(θ (rij ),φ(rij )) are defined in terms

of spherical harmonics Ylm, and θ (rij ) and φ(rij ) are the angles
corresponding to the position vector rij of the neighbor atom
j with respect to the central atom i. The value l = 3 is then
used to calculate the tetrahedral BOP q3 [21], which is the first
nonzero value for Si atoms in pristine quartz. Note that the q3

of Si atoms with coordination numbers other than 4 is zero
by definition. As such, the average q3 captures the effects of
miscoordination and internal straining in Si tetrahedra.

FIG. 1. (a) Pair distribution functions of pristine α-quartz, irradiated quartz with increasing dosages of deposited energy (DE), and glassy
silica. (b) Enthalpy and density of quartz as a function of the deposited energy under irradiation. The gray area indicates the range of deposited
energies after which enthalpy saturates, which corresponds to the glassy domain (see Fig. 4).
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FIG. 2. Fraction of displaced atoms with respect to deposited
energy in quartz. The gray area indicates the range of deposited
energies after which enthalpy saturates, which corresponds to the
glassy domain (see Fig. 4).

III. RESULTS

Irradiation results in a gradual disordering of the quartz
network, which can be observed from the pair distribution
function (PDF), as shown in Fig. 1(a). Overall, starting from
the PDF of pristine quartz, we observe (i) a broadening of the
SRO peaks, which denotes an increase of disorder in the short
range; (ii) the appearance of an extra peak around 2 Å, arising
from miscoordinated Si atoms [22]; and (iii) the disappearance
of the peaks at a distance larger than 6 Å, which originates
from a loss of LRO. As shown in Fig. 1(b), the formation
and accumulation of energetically unfavorable defects result
in an increase in the enthalpy of quartz, whereas density is
found to decrease down to a value close to that of glassy
silica [23] (ρ ≈ 2.20 g/cm3). Interestingly, we observe that
the saturation of the enthalpy occurs at a lower deposited

energy than that of the density. This decoupling of the enthalpy
and density suggests that these properties are controlled by
distinct structural features. Note that a detailed study of the
structure of irradiated quartz and experimental validations can
be found in Refs. [7,22,24].

Note that, at very low deposited energies, the system is only
partially irradiated and exhibits both pristine and disordered
regions. However, due to the limited size of the simulated
system, only a few neutrons are needed to fully impact the
whole atomic network. To identify the deposited energy at
which the system is completely disordered, we compute the
fraction of displaced atoms in quartz (see Sec. II). Figure 2
shows the fraction of displaced atoms in quartz with respect
to the deposited energy. We observe that each neutron affects
a notable percentage of atoms. Approximately 3200 atoms
are permanently displaced by each neutron bullet on average.
Further, we observe that almost all the atoms of the system
are displaced at a deposited energy of 1 eV/at. This value is
much lower than the deposited energy at which the saturation
of enthalpy occurs (see Fig. 1).

We now investigate whether these disordered structures are
glassy or amorphous, that is, whether they relax toward the
crystalline or supercooled liquid state upon thermal annealing.
Toward that end, six irradiated quartz samples are selected,
with values of deposited energy belonging to various domains:
(i) before saturation of the enthalpy; (ii) after saturation of the
enthalpy, but before that of the density; and (iii) after saturation
of the both the enthalpy and density. These configurations
are then gradually heated (see Sec. II), and their behavior
is compared to those of pristine quartz and glassy silica (as
prepared by quenching a liquid; see Sec. II). Figures 3(a) and
3(b) show the ground-state enthalpy (H0) and density (ρ),
respectively, of the considered systems upon annealing.

First, we focus on the response of pristine quartz and glassy
silica to heating. We observe that the H0 of glassy silica is fairly
comparable to that of pristine quartz at 300 K [see Fig. 3(a)], in
accordance with Zachariasen’s prediction, that is, that a glass
should possess an energy comparable to that of a crystal to
avoid a strong driving force for crystallization [25]. Further,

FIG. 3. (a) Ground-state enthalpy, H0, and (b) density, ρ, as a function of the annealing temperature for α-quartz under increasing dosages
of deposited energy under irradiation. The ground-state enthalpy of glassy silica is plotted for reference.
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we note that the crystal does not exhibit any significant change
in H0 or ρ upon heating, until its melting point. At this point,
we observe a sudden jump in both H0 and ρ, which denotes a
first-order crystal-to-liquid phase transition. On the other hand,
at low temperature, glassy silica also shows little changes in
its enthalpy and density. However, in contrast with crystalline
quartz, further heating results in a continuous decrease in ρ

and an increase in H0. At this point, both the H0 and ρ of
glassy silica become aligned with those of the equilibrium
liquid (obtained by melting crystalline quartz), which indicates
a glass-to-supercooled-liquid transition. As expected, this
transition is not associated with any discontinuities in H0 or ρ.

Next, we focus on the thermal response of the irradiated
configurations at low deposited energy (<3.5 eV/at). Upon
heating, we observe that the system relaxes toward the pristine
quartz structure [see Figs. 3(a) and 3(b)], which manifests by
an initial decrease in H0 and an increase in ρ. Note that, in the
case of the configurations with deposited energies of 1.111 and
1.852 eV/at, H0 does not fully relax to that of the crystalline
state, which can arise from the limited relaxation time available
for the system herein. However, in both cases, H0 reaches
values that are lower than that of the silica glass upon heating,
which clearly indicates a propensity for crystallization. Further
heating then results in a first-order phase transition, similar
to that observed during the melting of the pristine quartz
crystal. Overall, this indicates that, at low deposited energy, the
disordered configurations are notably different from defective
crystals, and they can be called amorphous.

Finally, we now focus on the thermal response of the irra-
diated configurations at high deposited energy (>3.5 eV/at).
We observe that, as in the case of the configurations with low
deposited energies, the values of H0 and ρ initially decrease
and increase, respectively. However, in this case, all systems
are found to relax toward the glassy or supercooled liquid
state [see Figs. 3(a) and 3(b)]. In particular, in contrast with
the configurations with low deposited energies, H0 does not
become lower than that of the silica glass. In addition, no
discontinuity in H0 and ρ is observed at larger temperature,
indicating the absence of any first-order transition. This
demonstrates that, at high deposited energy, the disordered
configurations are glassy.

Overall, these results show that, upon irradiation, quartz
undergoes an amorphous-to-glassy transition [26–30]. Such
a transition is clearly different from a traditional phase
transition—such as melting—since the two participating states
cannot be qualified as being some phases in the traditional
thermodynamic sense. Nevertheless, in analogy with the glass
transition—which occurs between a metastable supercooled
liquid and a nonequilibrium glassy state—the amorphous-to-
glassy transition observed here occurs between two distinct,
well-defined nonequilibrium states. Note that the present
results are in line with experimental studies performed by
Primak et al. [31], wherein the density of quartz samples
subjected to low irradiation dosages (early stage) was found
to increase toward that of the crystal, whereas that of samples
subjected to high irradiation dosages (final stage) was found
to increase toward that of the glass.

To meaningfully discriminate amorphous from glassy
samples, we compute the enthalpy of fusion (�Hf), which
corresponds to the discontinuity of enthalpy upon the first-

FIG. 4. Enthalpy of fusion of irradiated quartz samples with
respect to the deposited energy. The white and gray areas indicate
the extents of amorphous and glassy domains, respectively.

order crystal-to-liquid phase transition (see Sec. II). Note that,
in contrast to crystals, glasses do not feature any enthalpy of
fusion since they continuously transform to the supercooled
liquid state. Figure 4 shows the evolution of �Hf as a function
of the deposited energy. We observe that, at low deposited
energy, �Hf has a nonzero value, which denotes the existence
of a first-order crystal-to-liquid phase transition. In contrast,
for values of deposited energy larger than around 4 eV/at, �Hf

drops to zero, which indicates the absence of any underlying
first-order phase transition. This allows us to locate the position
of the amorphous-to-glassy transition (4 eV/at) and, as such,
to clearly discriminate amorphous from glassy systems. These
results the constitute evidence of an amorphous-to-glassy
transition driven by gradual disordering.

We now investigate the structural origin of the amorphous-
to-glassy transition evidenced herein. First, as shown in
Fig. 1(a), we note that the pair distribution does not highlight
any significant structural evolutions around the location of
the amorphous-to-glassy transition. However, interestingly, we
observe that the location of the amorphous-to-glassy transition
coincides with the saturation of the enthalpy upon irradiation
[see Fig. 1(b)], whereas the density continues to decrease at
this point. As such, since enthalpy depends mostly on the
short-range interactions among atoms, whereas density is a
more complex property that also depends significantly on
the MRO, the decoupling of these properties suggests that
the amorphous-to-glassy transition might be governed by the
balance among the SRO and MRO defects in the network.

To investigate the role of disorder at different spatial scales
in controlling the propensity for crystallization upon heating,
we independently characterize the extent of structural disorder
in the SRO and MRO. Since the SRO mostly arises from Si–O
correlations in quartz and silica, we first compute for Si atoms
the average tetrahedral bond-orientational parameter [20] (q3;
see Sec. II), which characterizes local distortions inside the
SiO4 tetrahedra. In turn, longer-range correlations can be
characterized by computing the structure factor. In particular,
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FIG. 5. Tetrahedral bond-orientational parameter (q3) of the Si
atoms and full width at half-maximum (FWHM) of the first sharp
diffraction peak (FSDP) as a function of the deposited energy in
α-quartz under irradiation. The white and gray areas indicate the
extent of the amorphous and glassy domains, respectively (see Fig. 4).

the first sharp diffraction peak (FSDP) of the structure factor
captures the extent of structural ordering at intermediate length
scales in glasses [32–34]. While the origin of the FSDP remains
controversial, it has been suggested to arise from the existence
of structural correlations of atomic clusters or voids in the
MRO [33,34]. In addition, the full width at half-maximum
(FWHM) of the FSDP is inversely linked to a coherence
length L in the MRO, following L = 7.7/FWHM [33]. In
polycrystals, the coherence length is linked to the average
size of the microcrystals, following the Scherrer equation
[35]. Although the interpretation of the coherence length in
disordered networks remains less clear, it has been suggested
to be linked to the average size of rigid clusters within the
atomic network [33]. As such, we compute this quantity to
characterize the spatial extent of the medium-range structural
correlations upon irradiation.

Figure 5 shows the evolution of q3 and the FWHM of the
FSDP as a function of the deposited energy in irradiated quartz.
We observe that q3 decreases upon irradiation, in agreement
with the fact that more and more defects accumulate in the
SRO through the formation of over- and undercoordinated Si
atoms along with the distortion of Si tetrahedra. Note that q3

appears strongly correlated to the enthalpy, which confirms
a posteriori that the enthalpy depends mostly on the SRO. In
contrast, the FWHM of the FSDP increases, which corresponds
to a decrease of the coherence length and, thereby, to a
loss of order at intermediate length scales. At saturation, the
coherence length eventually reaches a value of around 3.2 Å,
which is close to the typical size of the SiO4 tetrahedra. This
indicates that, eventually, structural correlations are limited to
the intra-tetrahedron order.

Interestingly, we observe a clear transition within the types
of defects that are formed upon irradiation. Namely, at low
deposited energy, the deposited energy results in the creation
of SRO defects, while the MRO remains largely unaffected,

that is, the FWHM of the FSDP remains constant. However,
as q3 reaches a critical value of around 0.6, the FWHM of the
FSDP suddenly starts to increase, whereas, at this point, q3

shows a plateau. This shows that, after this critical threshold,
the deposited energy tends to impact the MRO, while the
SRO remains unaffected. This transition can be explained as
follows. At low deposited energy, the network remains close
to that of a crystal, with little internal flexibility, if any. As
such, the SRO defects that are formed cannot be relaxed by
the network and tend to accumulate. In turn, the accumulation
of SRO defects enhances the flexibility of the network. At a
critical threshold, SRO defects percolate through the system.
This renders the system macroscopically flexible, so that the
MRO starts to be affected by any additional deposited energy.
At this point, the system gains a “self-healing” behavior, that
is, it becomes able to locally deform to relax the formation
of any additional energetically unfavorable SRO defects.
This proposed mechanism is consistent with the fact that
quartz shows a rigid-to-flexible transition upon irradiation [24]
and eventually reaches the enthalpy landscape of a liquid,
that is, with low-energy barriers, which facilitates structural
relaxations within the network [36].

To establish the proposed mechanism, we characterize the
size of SRO defect clusters (referred to as defect clusters here-
after) within the atomic network. First, we discriminate intact
from defective Si tetrahedra by computing their respective
q3, wherein a tetrahedron is considered defective if q3 < 0.7.
Note that this value was chosen arbitrarily as it lies between
the ranges of q3 values associated with pristine Si tetrahedra in
quartz and those associated with obviously defective Si units
(i.e., for under- or overcoordinated species). However, small
variations in the choice of this threshold did not significantly
affect the fraction of defective Si units, which is due to the
fact that defective units mostly comprise miscoordinated Si
atoms, for which q3 is zero. A defect cluster is then defined as
a group of defective Si atoms mutually connected by at least
one bridging oxygen atom. Finally, the spatial extent of each
cluster is calculated in order to identify the largest one. Note
that, to avoid any size effect, the size of the largest cluster is
normalized by that of the simulation box, so that percolation
corresponds to a relative size of 1.

Figure 6 shows the evolution of the size of the largest defect
cluster as a function of the deposited energy. We observe that
the largest cluster size increases gradually upon irradiation.
At a critical value of deposited energy, the size of the largest
cluster equals that of the simulation box, which denotes the
percolation of SRO defects through the atomic network. Note
that this behavior is equivalent to the percolation of sites
showing a given state (here, defective Si atoms, i.e., with
q3 < 0.7) within a three-dimensional (3D) lattice [37,38].
Following percolation theory, the size of the largest defect
clusters Lmax is then given by

Lmax = (pc − p)−ν, (2)

where p is the fraction of defective tetrahedra, pc is the
percolation threshold, and ν is the critical exponent of
percolation. Here, we find pc = 0.21 and v = 1.14. Despite
the disordered nature of the atomic network considered herein,
we observe that these percolation constants are fairly similar
to those obtained in the case of percolation within a 3D
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FIG. 6. Maximum spatial extent of short-range-order (SRO)
defects clusters, normalized by the size of the simulation box, as
a function of the deposited energy. The gray region indicates the
domain of deposited energy at which SRO defects percolate, which
corresponds to the glassy state (see Fig. 4).

fcc or bcc lattice [37,38]. Interestingly, we observe that the
percolation threshold coincides with the deposited energy at
which the amount of SRO defects plateaus and MRO defects
start to accumulate (see Fig. 5), that is, it coincides with
the amorphous-to-glassy transition. Hence, the present results
support our proposed mechanism, that is, that the percolation
of SRO defects renders the network macroscopically flexible,
which permits the formation of MRO defects and prevents
further accumulation of additional energetically unfavorable
SRO defects upon further energy deposition.

Finally, we assess the respective roles of the SRO and
MRO defects in controlling the response of disordered quartz
upon annealing, that is, in determining whether irradiated
quartz behaves like an amorphous or glassy material. Toward
that end, we track the evolution of q3 and the FWHM
of the FSDP as a function of the annealing temperature.
As shown in Fig. 7, we observe that q3 increases upon
annealing, whereas the FWHM of the FSDP remains fairly
constant, the coherence length remaining close to 3.2 Å.
This demonstrates that, upon annealing, SRO defects can
be “healed,” whereas MRO defects remain stable. This can
be understood as follows. When exposed to annealing, the
atoms of the network gain some kinetic energy, which allows
them to jump over some energy barriers that could not be
overcome at lower temperature. This enables the system to
relax toward more stable energy states, that is, the equilibrium
crystalline or liquid states. At this stage, most SRO defects
can be relaxed since this only requires local reorganizations
of the network, that is, such relaxation is associated with
rather small energy barriers. In contrast, the relaxation of
MRO defects involves large-scale collective reorganizations of
atoms, and, hence, it is associated with higher energy barriers,
which would require higher temperature (i.e., >Tm) to be
overcome. As such, at low deposited energy, SRO defects

FIG. 7. Evolution of the bond-orientational parameter (BOP) of
Si atoms, q3 (left axis), and FWHM (right axis) of the FSDP of fully
irradiated quartz as a function of the annealing temperature.

can be relaxed so that the system can reorganize toward its
lower state of energy by recrystallizing—thereby acting like
amorphous solids. However, at higher deposited energy, the
presence of MRO defects kinetically prevents the system from
relaxing toward the crystalline state. In this situation, since the
crystalline state is not achievable, it becomes more favorable
for the system to relax toward a disordered configuration with
a well-defined SRO while retaining a disordered MRO, that is,
a glassy configuration. In this regime, irradiated quartz then
behaves like a glassy solid. The percolation of SRO defects
and the appearance of MRO defects, therefore, explain the
amorphous-to-glassy transition observed herein.

IV. DISCUSSION

Altogether, these results offer an intuitive atomic basis
for the distinction between amorphous and glassy disordered
networks. The mechanism proposed herein is consistent with
the observation that covalent atomic networks subjected to
irradiation tend to evolve toward their glassy counterpart upon
the accumulation of defects [39–41]. It is also consistent
with the fact that atomic networks primarily comprising ionic
bonds feature a high resistance to irradiation [2,40]. Indeed,
ionic bonds are largely nondirectional, which facilitates
local structural reorganizations after any irradiation damage.
This effectively prevents the accumulation of SRO defects.
The absence of any percolation of SRO defects prevents
the formation of MRO defects, which, in turn, facilitates
recrystallization and prevents the network from featuring any
irreversible amorphous-to-glassy transition upon irradiation.
This idea is consistent with the observation that, besides
irradiation, a crystal-to-glass transition can be induced by
the accumulation of structural damage caused, e.g., by the
introduction of structural frustration [42], insertion of dopants
[43–45], or mechanical grinding [46].

More generally, the present results also offer some insights
into the long-standing problem of the structural origin of the
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propensity for a given disordered atomic network to crystallize
[47–49]. It was originally suggested by Zanotto et al. that
glasses featuring homogeneous nucleation generally present a
density that is close to that of the crystal, in contrast to glasses
featuring heterogeneous crystallization [50]. This generally
supports the idea that a structural dissimilarity between a
glass and its isochemical crystal could decrease the propensity
for crystallization. However, considering the density alone
appears to be too simplistic, as some glasses feature a good
resistance to homogeneous crystallization despite showing a
density that is comparable to that of their counterpart crystal
[51]. Other structural features, such as the spatial distribution
of network modifiers [52], coordination numbers [53], or Q(n)

units [54], were shown to present only a partial correlation
with the propensity for homogeneous crystallization [47,51].

The present results suggest instead a more contrasted
picture. (i) An atomic network presenting a SRO that is distinct
from that of its corresponding crystal and a MRO that is similar
to that of the crystal should feature a high propensity for
crystallization. Indeed, SRO defects can easily be relaxed, but
they come with a high-energy cost and, as such, their presence
acts as a driving force for crystallization. In turn, the absence
of MRO defects reduces the extent of kinetic resistance to
crystallization. (ii) In contrast, atomic networks presenting
a MRO that differs from that of the crystal require some
collective atomic rearrangements to crystallize, which results
in a strong kinetic resistance to crystallization. In addition,
MRO defects come with a low-energy cost and, as such, they
do not contribute significantly to increasing the driving force
for crystallization.

Therefore, these results suggest that the propensity for
crystallization is largely controlled by the degree of similarity
between the MRO of the disordered solid and that of the
crystal, rather than the overall structural similarity, at all length
scales. We expect such concepts to be relevant to understand,
predict, and ultimately control the glass-forming ability—or
the propensity for crystallization—of liquids cooled under
their melting temperature.

V. CONCLUSION

Overall, based on the example of irradiated quartz, this
study demonstrates the existence of an amorphous-to-glassy

transition in a disordered system. The transition toward a
glassy state is shown to arise from the appearance of structural
defects within the medium-range order of the atomic network.
The formation and accumulation of such medium range is
enabled by the percolation of short-range-order defects, which
renders the network macroscopically flexible. In turn, as
opposed to short-range defects, medium-range defects are not
healed upon thermal annealing, which prevents the system
from relaxing toward the crystalline state. Therefore, the
mismatch between the MRO of the disordered atomic network
and that of the crystal controls its propensity to crystallize and,
hence, is at the origin of the amorphous-to-glassy transition
observed herein.
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