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We present a detailed study of the electronic structure of the layered semiconductor InSe. We calculate the
band structure of the monolayer and bulk material using density functional theory, hybrid functionals, and
GW . The band gap of the monolayer InSe is calculated to be 2.4 eV in screened exchange hybrid functional,
close to the experimental photoluminescence gap. The electron affinities and band offsets are calculated for
vertical stacked-layer heterostructures, and are found to be suitable for tunnel field effect transistors (TFETs) in
combination with WSe2 or similar. The valence-band edge of InSe is calculated to lie 5.2 eV below the vacuum
level, similar to that for the closed shell systems HfSe2 or SnSe2. Hence InSe would be suitable to act as a p-type
drain in the TFET. The intrinsic defects are calculated. For Se-rich layers, the Se adatom (interstitial) is found
to be the most stable defect, whereas for In-rich layers, the Se vacancy is the most stable for the neutral state.
Antisites tend to have energies just above those of vacancies. The Se antisite distorts towards a bond-breaking
distortion as in the EL2 center of GaAs. Both substitutional donors and acceptors are calculated to be shallow,
and effective dopants. They do not reconstruct to form nondoping configurations as occurs in black phosphorus.
Finally, the Schottky barriers of metals on InSe are found to be strongly pinned by metal induced gap states
(MIGS) at ∼0.5 eV above the valence-band edge. Any interfacial defects would lead to a stronger pinning at a
similar energy. Overall, InSe is an effective semiconductor combining the good features of 2D (lack of dangling
bonds, etc.) with the good features of 3D (effective doping), which few others achieve.
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I. INTRODUCTION

There is presently considerable interest in the layered
materials such as the transition metal dichalcogenides (TMDs)
and graphene. Graphene is a zero-band-gap semimetal with an
extremely high carrier mobility. However, the absence of a
band gap makes it of minor interest for field effect transistors
needing power gain [1]. TMDs are true 2D semiconductors
with a band gap [2]. However, their carrier mobilities are
typically only of order 100 cm2 V−1 s

−1
, [3] much less than

those of graphene, as their band edge states have d-like
character. An advantage of TMDs is that there is a wide range
of them with different band gaps and electron affinities [4,5],
so that they could be used in heterostructures in devices such
as tunnel field effect transistors.

Black phosphorus (b-P) is another 2D semiconductor with
a band gap, and its carrier mobility of ∼1000 cm2 V−1 s−1 is
much higher than that of TMDs because b-P has band edges
that are p-like in character [6]. However, b-P reacts with water
so its devices must be encapsulated. Also, its open, flexible
lattice allows many substitutional dopants to reconstruct into
distorted, nondoping configurations rather than act as shallow
substitutional donors or acceptors [7] .Thus, despite its high
carrier mobilities, b-P is not a very practical semiconductor.

There is a third class of 2D semiconductors, the GaSe
and InSe family [8–11]. These consist of a vertically stacked
metal-chalcogen double layers with covalent bonding within
the layers and van der Waals bonding between the layers.
Carrier mobilities in InSe are of order 1000–2000 cm2 V−1 s−1

[10,11], similar to those of black phosphorus as they also
have s, p-like band edge states. Recently, the quantum
Hall effect was observed in the two-dimensional electron
gas in InSe few-layer films [10]. Thus it is important to

understand the electronic structure of InSe, including its band
offsets and dopant properties relevant to its use in electronic
devices. A device of particular interest is the tunnel field
effect transistor (TFET) [12], which is a leading candidate
for steep slope (low-power) transistors [12]. TFETs need a
semiconductor heterojunction with a type-II (staggered) or
type-III (broken gap) band offset. They are typically made
from III-V semiconductors, but the lattice matching condition
needed for this introduces many interfacial defects, which
can limit performance [13]. TFETs made from stacked layers
of two-dimensional semiconductors do not require lattice
matching, and so in principle they do not suffer from this type
of defect. InSe could be used in such a device with another 2D
semiconductor such as WSe2. A final point is that TMD devices
tend to be limited by their contact resistances [14,15]. Thus
we also study the Schottky barrier heights of various metals
on InSe semiconductors using explicit supercell calculations.

II. METHODS

The calculations are carried out using the plane-wave
density-functional code CASTEP [16]. Norm-conserving pseu-
dopotentials are used with a cutoff energy of 500 eV. The
In pseudopotential includes the shallow In 4d core levels in
the valence shell. Grimme’s method [17] is used to correct
the density functional theory (DFT) treatment of the van der
Waals interactions. The standard DFT method underestimates
the band gap of semiconductors and insulators. Thus we use
the screened exchange (sX) hybrid density functional [18] to
correct these band gap errors. Hybrid functionals such as sX
and HSE have been previously applied to the electronic and
defect calculations in other 2D systems such as MoS2 [19–21].
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The sX includes 100% HF exchange, and we use the standard
Thomas-Fermi screening length [18] evaluated for the valence

electron density of bulk InSe, ks = 2.01
′

Å−1.
Similar parameters were used as in the CASTEP density

functional calculations to give the Kohn-Sham orbitals. A
4×4×4 k-point mesh is used for the G0W0 calculation based on
the Kohn-Sham orbitals. 214 empty states are included in the
calculation for the primitive cell to give an energy convergence
to less than 0.03 eV.

For mono- and few-layer systems, the screening is signif-
icantly lower, and the exciton binding energy becomes large.
The quasiparticle band gap becomes larger than the optical
band gap. For this case, we use the GW method to calculate
the quasiparticle band gap. G0W0 calculations were performed
with the Quantum Espresso code using norm-conserving
pseudopotentials and an energy cutoff of 70 Ry.

We use a supercell model for the mono- and few-layer
systems, with a vacuum layer of 25 Å between the layer
blocks. This is checked to be a good approximation for
a 2D slab system. The defect calculations used 120-atom
supercells for the few-layer and bulk cases. The minimum
distance between mirror image defects is 22 Å. A 2×2×2
Monkhorst-Pack k-point mesh is used for reciprocal space
integration in all supercells. The above parameters lead to an
energy convergence of less than 0.01 eV. The density of states
calculations use a k-point mesh of 9×9×1.

For defects, the charge transition states are calculated using
the supercell method. Corrections for defect charges and band
occupations are applied as in Lany and Zunger’s scheme [22].
The total energy of the perfect supercell (EH ) and the supercell
with defect (Eq) are calculated for different charge states. The
defect formation energy Hq is then found from

Hq(EF ) = [Eq − EH ] + q(Ev + �EF ), (1)

where qEv is the change in Fermi energy when charge q is
added. No extra correction is needed for a two-dimensional
calculation.

III. RESULTS AND DISCUSSION

A. Environmental stability

At present, InSe seems to be preferred over GaSe for
experimental studies of semiconductor transport. This has
arisen because InSe is more environmentally stable against
oxidation in damp conditions than GaSe [23,24]. We can see
this by comparing the heat of reaction for oxidation,

2MSe + 3/2O2 → M2O3 + 2Se.

Using the experimental heat of formation of bulk GaSe and
InSe, we find that the oxidation reaction of GaSe is exothermic
by 3.85 eV per GaSe formula unit whereas the oxidation of
reaction of InSe is exothermic by 3.49 eV per formula unit.
This accounts for the reduced environmental stability of GaSe
[22] compared to InSe.

B. Band structures

Figure 1(a,inset) shows the atomic structure of InSe. It
consists of four atomic layers in which In occupies fourfold
coordinated sites with In-In bonds, and Se occupies threefold
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FIG. 1. Band structures of (a) monolayer and (b) bulk InSe
calculated using the screened exchange functional. The conventional
unit cell is used for bulk. Inset, structure of an InSe monolayer
(green = Se, brown = In).

coordinated sites on the outside of the layers with van der
Waals bonding between layers. GaSe and GaS bulk adopt the
β-GaSe or 2H structure. On the other hand, bulk InSe tends to
adopt the γ or 3R structure. We set all these III-VI compounds
into the 2H structure for ease of comparison.

Figures 1(a) and 1(b) show the band structure of an
InSe monolayer and bulk using the sX functional. The basic
ordering of bands is similar to that found by others [25–32].
The lowest lying Se 4s states are omitted from the figure.
The In 4d states lie at 16 eV, and are also off the bottom
of the figure. Unlike MLMoS2, the band gap of ML InSe
is indirect. The minimum of the conduction band lies at �,
and the valence-band maximum lies just away from � in
the �K direction. This leads to the inverted “Mexican-hat”
valence-band structure that has been noted by others [29,31].

Table I compares the minimum band gaps of the four M
X semiconductors in the generalized gradient approximation
(GGA), sX, and G0W0 approximations. Our GW values are
similar to those found by others [30,33–35]. Table II gives the
calculated band gaps of InSe as a function of the number of

TABLE I. Minimum band gaps (eV) of the III-VI chalcogenides.

monolayer GaS GaSe InS InSe

GGA 1.63 1.51 1.54 1.44
sX 2.72 2.53 2.58 2.41
GW 3.82 3.64 3.13 2.87

bulk GaS GaSe InS InSe
GGA 0.57 0.51 0.52 0.49
sX 1.59 1.48 1.46 1.25
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TABLE II. Calculated band gaps (eV) of InSe, from GGA and sX
methods vs number of layers. Also shown is the experimental exciton
(optical) band gap [10].

number of layers 1 2 3 4 5 bulk

GGA 1.44 0.97 0.81 0.73 0.68 0.49
sX 2.40 1.90 1.73 1.65 1.60 1.40
Optical gap (exp) [10] 2.92 1.89 1.77 1.56 1.47 1.25

layers, in GGA, and then sX. As in black phosphorus [7], the
gap Eg depends on the number of layers N according to

Eg(N ) = Eb + (E1–Eb)/N, (2)

where E1 is the gap of the monolayer and Eb is the gap of the
bulk.

Table III gives the calculated effective band masses for
InSe. The in-plane effective electron mass me‖ of 0.23 m0 at
� is similar to those of other authors [36–39]. The in-plane
hole mass mh‖ at � is very high because of the Mexican hat
property. This is the source of the mass anisotropic reversal
noted many years ago [39]. The electron mass at the K point
is larger than at �.

Some comments might be useful on the band gaps. In
three-dimensionally bonded semiconductors or bulk two-
dimensional semiconductors, the exciton binding energy is
small, and the GW and the hybrid functionals HSE and SX
all give the quasiparticle (QP) band gap. For few layer 2D
materials, the screening becomes weaker, and the QP band
gap increases considerably. The GW method still describes
this correctly. However, the sX and HSE methods as presently
parameterized do not include this reduced screening, and so
their band gaps do not follow the GW gap upwards. The optical
or exciton band gap is given by the QP gap minus the exciton
binding energy. Thus, by an accidental cancellation of errors,
the HSE and sX band gaps tend to follow the optical band gaps
for the few layer situation, which can be seen in Table I. This
was noticed previously for MoS2 by Scuseria [40].

C. Band character

Each of the bands of GaSe or InSe is known to have a
specific atomic and orbital character, as was noted by Schluter
[27] from an analysis of charge densities from pseudopotential
calculations, by Robertson [28] from tight-binding theory, and
recently by Zolyomi [29]. The main peak of the valence-band
density of states consists of Se px,y states in a bonding

TABLE III. Calculated effective masses, parallel
or perpendicular to the layers.

mass

me‖ 0.23
mh‖ 3.9
mh‖c 0.17
me‖ (at K point) 0.5
mh‖c (at K pont) 0.18

combination with In px,y states. Below this lies a pair of bands
at –3 to –6 eV in which In s states interact with Se pz states.
These states are bonding along both the In-Se bond and the
In-In bond. The bands forming the valence-band top and the
conduction-band bottom each consist of In s and Se pz states.
The VB top has antibonding character along the In-Se bond
and bonding character along the In-In bond, whereas the CB
bottom is antibonding along the In-Se bond and along the
In-Se bond. Thus the minimum band gap has a bonding to
antibonding transition across the In-In bond. This is consistent
with the In and Se valences. The Se 4s states are fully occupied.
The In and Se px,y states are half-filled overall. The In 5s states
are half-filled and the Se pz states are filled, by filling only the
bonding combination along the In-In bond.

This partial bonding character of the bands near the gap
explains why the band gaps of the GaSe-InSe series vary much
less by the replacement of Ga by In than for the equivalent
InGaAs alloys. For example, the band gap shrinks from 1.45
to 0.33 eV for the GaAs to InAs compounds because this is
dominated by the lowering of the atomic s state from Ga to
In, whereas the gap of GaSe to InSe compounds depends on
the much smaller reduction of the gap of the Ga-Ga bond to
the In-In bond. It is also relevant that the calculated Bader
charges for In and Se are +0.15e and–0.15e, which shows that
the metal-chalcogen bonding is not very polar.

D. Band edge energies and band offsets

We have previously calculated the energies of the valence-
band maximum (VBM) and conduction-band minimum
(CBM) of the monochalcogenides with respect to the vacuum
level using a supercell model. The energy of the VBM is called
the ionization potential (IP) and that of the CBM is called to
electron affinity (EA). A 25-Å vacuum gap is left between the
InSe layers. The electrostatic potential is then calculated for
each layer normal to the layers, averaged along these layers.
The potential within the vacuum gap denotes the vacuum
potential. The IP and EA can then be determined with respect
to this potential. It is well known that the GGA underestimates
semiconductor band gaps, and that hybrid functionals can be
used to correct this error [18]. It is less known that the GGA
also makes errors in the IP, and hybrid functionals can also
correct this error [41]. Sometimes, the amount of exchange
mixed into the hybrid functional is varied to fit the band gap
[42–44]. It should be noted that a functional and a potential
that give a correct band gap do not necessarily give the correct
IP; this must be tested [42].

In particular, it is advisable to use pseudopotentials that
retain the shallow cation d core levels in the valence shell
in order to get the correct gap and IP together. A particular
problem occurs in compounds such as ZnO with shallow cation
semicore d states [43]. For these oxides, including ZnO, In2O3,
and SnO2, GGA grossly underestimates the band gap. A hybrid
functional will correct some of this error but not all. Then,
some groups increase the fraction of HF exchange to fit the
gap. However, there are two GGA errors for ZnO, the normal
GGA underestimation of the gap, and secondly that the Zn 3d

states are still too high, so they are still repelling the VBM
upwards. It is first necessary to ensure the Zn 3d states are low
enough before fitting the gap, otherwise there is an asymmetric
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FIG. 2. The band alignment of InSe, various other 2D semicon-
ductors and a gate insulator HfO2, for the stacked layer configuration
where the electron affinity rule holds [45]. The band edges are aligned
against the vacuum level. The band energies are those given by
screened exchange (sX). The dashed pink lines are the GW band
energies (see text).

error. This occurs in HSE but not in sX. InSe belongs to this
class of compounds due to its shallow In 4d states.

Figure 2 shows the VBM and CBM energies calculated
using the sX functional, referenced to the vacuum level. They
are plotted together with the band energies of some TMDs
and of HfS2 [45]. GW energies are included for completeness
[5]. We see that the band edges of the GaSe series lie close to
those of HfS2, whereas the MoS2 series lie higher in energy.
This follows from HfS2 being a closed shell d0 semiconductor,
whereas WSe2 or MoS2 have a d2 configuration with a partly
filled d band, which raises the EF by one band towards the
vacuum level.

A tunnel FET requires a type-II (staggered) or type-III
(broken) band alignment, in which the conduction-band edge
of semiconductor A is level with the valence-band edge of
semiconductor B. This will cut off the high-energy tail of the
electron energy distribution and so achieve a small subthresh-
old slope, below the thermal limit of e/kT or 60 mV/decade,
where e is the electronic charge. This can be done using two
III-V semiconductors, but this would require a lattice matching
of the two semiconductors. The advantage of a stacked vdW
heterojunction is that the two semiconductors can be chosen
solely in terms of their band gaps and band offsets, as the
lattice matching is not necessary because the weak van der
Waals bonding does not create defects. Band offsets in the
stacked configuration follow the electron affinity rule. It was
previously noted that WSe2 with HfS2 or SnS2 would be a
suitable choice for a TFET heterojunction, because the CBM of
HfS2 or SnS2 aligns with the VBM of WSe2 [4,45]. However,
the acceptor states in HfS2 are not particularly shallow, and
HfS2 does not have a high hole mobility, whereas SnS2 has
good electronic properties [46] but its phase stability region
might be too small for CVD conditions [47].

We see from the band alignments in Fig. 2 that InSe
is suitable as a component of a TFET heterojunction. Its
band gap is reasonable, its CBM is quite deep below the

TABLE IV. Defect formation energy in their neu-
tral state. Lowest value in bold.

Se-rich limit eV

Sei 1.32
Se_In 1.2
VIn 4.0
In-rich limit
Ini 1.9
InSe 1.65
VSe 1.05

vacuum level, giving it a type-II alignment against WSe2.
However, its CBM is not quite low enough to show a type
II/III alignment which would be more desirable. Nevertheless,
overall, comparing mobility, synthesis, dopant behavior and
band alignment, then InSe is so far the favorable choice for
use in TFET heterojunctions.

Figure 2 also shows the alignment of HfO2, which would
be a typical gate oxide used in the TFET. We see that the band
offsets of both valence and conduction bands of HfO2 to InSe
are over 1 eV, so that HfO2 will limit current injection into
both bands.

E. Intrinsic defects

We have also calculated the defect states and formation
energies of various intrinsic defects in InSe. The formation
energies are calculated as a function of the Fermi energy EF,
following Eq. (1). Correction factors must be applied in terms
of the band occupations and the charged defects. This is done
following the method of Lany and Zunger [22]. Table IV gives
a summary of the defect formation energies in their neutral
configuration.

Figure 3(a) shows a Se adatom, equivalent to a Se
interstitial, lying on top of another Se. This is the most stable
defect for the Se-rich condition. The neutral state has a defect
formation energy of 1.23 eV. Figure 3(c) shows an In vacancy.
Removing an In from the central In-In dimer allows the Se
atoms on both sides to bond to the remaining In atom. The
diamagnetic–1 state is the most stable for Fermi energies
across most of the band gap, Fig. 3(d). The In then forms
three sets of three-center bonds to its 6 neighbors.

Figure 3(e) shows the Se vacancy. This has an interesting
relaxation in which the three surrounding In atoms move
closer to each other and form In-In bonds. For the neutral
case, the relaxation is symmetric, but for the –2 case, the
relaxation is asymmetric, with two short bonds, and one long
bond, almost unbonded, because this link is really two filled
dangling bond states pointing at each other. Its charge states are
similar to that of the Se vacancy in MoSe2 [20]. Figure 3(g)
shows the “In interstitial” or adatom. This adds on top of
the Se-In-In-Se layer, in a hollow site of the Se layer below.
It is equivalent to the Lewis base noted elsewhere. Overall,
the Se vacancy is more stable than the In adatom for In-rich
conditions. The In adatom is stable in the +1 state for most
Fermi energy positions, because this is a diamagnetic state. It is
interesting that substitutional donors and acceptors show little
reconstruction of their bonding, as noted in the next section,
while the native defects show an interesting combination of
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FIG. 3. Atomic structure of intrinsic defects. [(a) and (b)] Se
adatom, [(c) and (d)] In vacancy, [(e) and (f)] Se vacancy, and [(g)
and (h)] In interstitial.

minor reconstruction plus adatom behavior, which is possible
because of their layered structure.

Figure 4 shows the properties of the antisites. The SeIn

antisite is the most stable of the Se excess sites, being 0.1 eV
more stable than the Sei adatom in its neutral configuration. On
the other hand, the InSe antisite is only the second most stable
of the In excess sites, being 0.6 eV less stable than the VSe.
Thus the overall defect properties of antisites versus vacancies
are different in InSe from those of MoS2 where the S vacancy
is by far the most low cost defect [48,49].

Overall, the antisites of InSe have more in common with
those of GaAs than those of MoS2. This is because In and Se
are s, p-bonded elements, like Ga and As, whereas Mo and S
are chemically quite different.

The SeIn antisite shown in Fig. 4(a) is distorted in its neutral
configuration, with one longer Se-Se bond, and two shorter
Se-Se bonds. Se has three more valence electrons than In, and
these electrons try to fill up states of Se-Se bonds. This occurs
by breaking a Se-Se bond and forming two Se dangling bonds
(DBs), which can then take four electrons.

This geometry resembles that of the EL2 complex of GaAs
[50,51], where the AsGa antisite is moving off-center along
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FIG. 4. [(a) and (b)] Geometry and defect formation energies vs
Fermi energy for SeIn antisites. [(c) and (d)] Geometry and defect
formation energies vs Fermi energy for InSe antisites.

(111) to partially break an As-As bond and form a vacancy
and an As interstitial.

Figure 4(b) shows the electronic transitions of the Se
antisites in InSe. The neutral state has unpaired electrons and
this makes the diamagnetic +1 and–1 states relatively more
stable. The neutral state is the most stable for EF between 0.6
and 1.5 eV, while the +1 and–1 states are more stable for most
of the remaining energies in the gap.

Figure 4(c) shows the InSe antisite geometry in its neutral
state. Here, the In site has moved downwards and “flattened
out.” This is because of the deficit of three electrons compared
to the original lattice. This leads to this In site adopting a near
planar “sp2-like” bond configuration with an empty π state
perpendicular to the bonding plane.

Figure 4(d) shows the transition levels. The neutral config-
uration is stable for EF between 0.7 and 1.8 eV, and then the–3
and +1 diamagnetic states are more stable at the ends. The
transition energies of this antisite are broadly similar to those
of the Se vacancy, so that these defects would have broadly
similar pinning energies if they were created at metal-InSe
contacts, see later.

F. Substitutional dopants

The n-type dopants are group VII elements at the Se site or
group IV elements at the In site. The expected acceptors are
group V elements at the Se site, and group II elements at the
In site. The doping electrical levels are summarized in Fig. 5.

Figure 6(a) shows the relaxed geometry of the neutral
substitutional Br donor at the Se site. There is very little lattice
relaxation for this defect compared to the undoped lattice.
Figure 6(b) shows the formation energy of BrSe as a function
of EF. It shows that the +/0 transition lies at 150 mV below
the CBM. This is reasonably shallow. It is consistent with the
experimentally observed shallowness of donors in bulk InSe.

Figure 6(c) shows the relaxed structure of the substitutional
P acceptors at the Se site. It also shows that there is little
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FIG. 5. The doping defect levels in the band gap. Br and Ge are
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distortion compared to the undoped lattice. Figure 5(d) shows
the defect formation energy versus EF , and the donor transition
at an energy of 550 mV above the VBM, a moderately deep
acceptor.

Figure 6(e) shows the substitutional Ge donor at the In
site. There is no lattice relaxation. The +1/0 transition is
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FIG. 6. Atomic structure and defect transition level of various
dopants in InSe. [(a) and (b)] Br: pink, [(c) and (d)] P: red, [(e) and
(f)] Ge: yellow, and [(g) and (h)] Zn: blue.
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FIG. 7. [(a) and (b)] Donor state wave function for substitutional
Ge at In site, top and side view. [(c) and (d)] Acceptor state wave
function for substitutional Zn at In site, top and side view.

calculated to lie at 250 mV below the CBM in Fig. 6(f), and
is borderline shallow. Figure 6(g) shows the structure of the
substitutional Zn at the In site for the monolayer. The –/0
transition is calculated to lie at 550 mV above the VBM which
is also relatively deep.

Both the donors and acceptors are known to be shallow
in bulk InSe [37,38]. Figure 7 shows the calculated wave
functions of the donor and acceptor states in monolayer InSe
for a side view and top view. The in-plane Bohr radius of
donors is ∼4 Å, whereas for acceptors it is 6.5 Å. The binding
energies are a function of the dielectric constant and the
effective masses. In the monolayers, the dielectric constant
declines below the bulk value because of the lower screening.
The effective masses of both holes and electrons are quite low
in GaSe and surprisingly isotropic for the layered material
[36,39]. Thus the binding energies are expected to increase
above their bulk values, but remain quite shallow.

The key observation for the behavior of the substitutional
dopants in InSe is that they remain in substitutional doping
configurations. They do not undergo reconstructions like those
in b-P, where the dopant sites distort to form nondoping sites
obeying the 8-N rule bonding as in amorphous semiconductors
[7,52]. Nor do dopants have the relatively deep character of
some dopants in MoS2 [53]. These factors are principally
because the low effective masses lessen the defect state
localization, which lessens the coupling to Jahn-Teller type
distortions towards nondoping configurations. Thus InSe has
the advantage that although it is formally a 2D semiconductor,
its greater layer thickness and sp bonding gives it the lower
effective band mass and shallow dopant characteristics of 3D
semiconductors. On the other hand, it retains the advantage of
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the no lattice-matching condition and low carrier scattering of
a 2D semiconductor.

G. Contact properties

The performance of devices in 2D materials is often limited
by their contact resistances [14,15]. In some cases, this is
because the contacts have the “on-top” geometry, for others
it is because of the presence of Schottky barriers. In general,
the Schottky barrier heights are pinned to a certain degree,
depending on the density of gap states at the interface, with
greater pinning for more gap states [54–57]. These gap states
can be the intrinsic “metal induced gap states” (MIGS) or by
extrinsic states due to defects, depending on which is more
numerous. The defects arise if there is a chemical reaction
between the electrode metal and the semiconductor.

We first consider the case of intrinsic gap states at ideal
(nondefective) interfaces, in the on-top or “stacked” geometry,
following previous work on MoS2 [58–60]. The calculations
use supercells with a monolayer of InSe, and five layers of
various metals in their FCC phase attached by their (111)
faces onto InSe. A typical supercell is shown in Fig. 8(a). The
InSe lattice is rotated if necessary to give a lattice matching to
the overlying metal. This slab is separated by 25 Å of vacuum.
The energy difference between the metal Fermi energy and the
InSe VBM is then extracted from the partial density of states
to define the p-type Schottky barrier height (SBH). There is
often considerable hybridization between the InSe states and
the metal, so that the InSe VBM energy can be difficult to
identify in the combined system [35,48]. For this purpose,
we use the In 4d core level as a reference energy to identify
the VBM [48]. The n-type SBH φn from the CBM is then
plotted versus the experimental work function of the contact
metal [61] as in Fig. 8(b). We see that the data follow a linear
relation, which can be expressed as [57]

φn = Ecnl − χ + S(	M –Ecnl), (3)

where χ is the electron affinity of the semiconductor, 	M is
the work function of the metal contract (both from the vacuum
level), and S is the Schottky barrier pinning factor, given by
dφn/d	M . Within the metal induced gap state model of SBHs,
Ecnl is the semiconductor’s charge neutrality (CNL) reference
energy (from the vacuum level) [55], the energy up to which
the MIGS are occupied on a neutral surface.

The pinning factor extracted from Fig. 8(b) is S = 0.18.
This relatively low value of S indicates that there is consider-
able Fermi level pinning by the MIGS. It means that it is not
so easy to vary the metal work function to obtain an Ohmic
contact. The MIGS model applies to this van der Waals solid,
because the metal layers actually form bonds to the Se sites.
This can be seen from the short bonding distances in Fig. 7(a).

The charge neutrality level is the reference level of the
MIGS. It can be calculated from the density of states N(E) as
the energy at which the Greens function is zero [55],

G(E) =
∫

N (E′)dE′

E − E′ = 0. (4)

Here we retain only the In and Se s, p valence states but
exclude the In 4d core states, as the latter are too localized to
interact strongly with the MIGS. This gives a CNL energy of

4.0 4.5 5.0 5.5 6.0
0.0

0.5

1.0

1.5

2.0

VBM

S
B

H
 (e

V
)

Work Function (eV)
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TiHf

Rh Pd
Al

CBM

FIG. 8. (a) The supercell used to calculate the InSe/Pt Shottky
barrier height. (b) Calculated barrier heights for various metal layers
on monolayer InSe. The VBM is set to be 0 eV. The pinning factor S

(slope of red line) is found to be 0.18.

0.58 eV (from the valence-band edge) for the isotropic case.
This is very close to the energy when extracted from the fit of
Eq. (3) to the data points in Fig. 7(b).

The value S = 0.18 for InSe compares with a value of
S = 0.28 calculated for a defect-free MoS2 layer [60]. It is
interesting that our theoretical value S = 0.18 is also close
to the old experimental value of Kurtin and Mead [62] of
S = 0.26 for GaSe. (Note that their slope of barrier height
versus Pauling electronegativity must be converted to the
dimensionless barrier height versus electronegativity [63] by
the conversion factor of 2.27.) It is also fairly close to the
value calculated for the ideal barrier using Monch’s [56]
dependence of S on optical dielectric constant, S = 0.21. This
means that the experimental pinning factor for InSe is that for
the defect-free interface. This contrasts with the behavior of
MoS2. In that case, the experimental pinning factor S = 0.1
[14] is much lower than the theoretical value of 0.3 for its ideal
interface [60], and corresponds to pinning by defects [21].
The defects for InSe are expected to be chalcogen vacancies,
formed by reaction with the contact metal [19,64]. These
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FIG. 9. Partial DOS of InSe decomposed into orbital symmetry.

would pin EF at the 0/2+ vacancy energy or at 0.7 eV above
the VBM from Fig. 3. Given that the formation energy of
chalcogen vacancies is similar for each compound (∼1.0 eV
in the S/Se poor limit) it is unclear why the contact formation
process is chemically different in these two cases. On the other
hand, there are different and interesting reports on the degree
of chemical reaction of metals at GaSe contacts [65], which
deserve further attention.

It was noted in MoS2 that the CNL energy depended
strongly on the orientation [60], with the CNL for stacked

contacts using the z oriented states being different to that for the
lateral contacts, which use the x, y states of the in-plane bonds.
To check this effect for InSe, we calculated the orbital resolved
PDOS of InSe monolayers as shown in Fig. 9. Applying Eq. (4)
to the px,y states and pz,s states separately, we find that the
stacked ECNL = 0.76 eV for the pz,s states, and the lateral
ECNL = 0.48 eV for the px,y states, both referred to the VBM.
This difference in much less than for MoS2, and originates
from the fact that MoS2 is a d2 compound with one occupied
Mo d-like valence band in the z orientation, whereas InSe has
a more of the closed shell isotropic configuration.

IV. SUMMARY

We have carried out a comprehensive calculation of the
electronic structure of monolayer InSe, including its band
structure, bonding, band offsets against other 2D layered
semiconductors, its native defects, its substitution dopants,
and its contact properties. In many ways, monolayer InSe
maintains the advantages of three-dimensional (3D) bonded
semiconductors with low effective-mass band-edge states, and
shallow dopant sites, while it also possesses many of the
advantages of 2D semiconductors such as the ability to form
heterostructures of different band gaps, without being subject
to the constraints of lattice matching that would hold in normal
3D semiconductors. Thus it is very suitable for electronic
devices such a tunnel FETs.
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