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Dense superconducting phases of copper-bismuth at high pressure
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Although copper and bismuth do not form any compounds at ambient conditions, two intermetallics, CuBi
and Cuy,Bi;, were recently synthesized at high pressures. Here we report on the discovery of additional copper-
bismuth phases at elevated pressures with high densities from ab initio calculations. In particular, a Cu,Bi
compound is found to be thermodynamically stable at pressures above 59 GPa, crystallizing in the cubic Laves
structure. In strong contrast to Cu;;Bi; and CuBi, cubic Cu,Bi does not exhibit any voids or channels. Since the
bismuth lone pairs in cubic Cu,Bi are stereochemically inactive, the constituent elements can be closely packed
and a high density of 10.52 g/cm? at 0 GPa is achieved. The moderate electron-phonon coupling of A = 0.68
leads to a superconducting temperature of 2 K, which exceeds the values observed both in Cu;;Bi; and CuBi, as

well as in elemental Cu and Bi.
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Intermetallic compounds have been the subject of intense
research not only as strengthening precipitates in a wide
variety of structural alloys [1,2], but also for other industrially
relevant applications due to their compelling physical prop-
erties, ranging from strong permanent magnetism [3] (e.g.,
Nd,Fe 4B [4,5] and SmCos [6]) and superconductivity (e.g.,
FeBi, [7,8], Ca;1Bijg—y [9,10], NiBi [11], NiBi3 [12,13], and
CoBi; [14-16]) to their promising conversion efficiencies
in thermoelectric materials [17] (e.g., FeAs, [18], FeSb,
[19], and Bi,Tes [20]). Recently, binary intermetallics have
attracted increasing attention in systems that exhibit severe
immiscibility at ambient conditions, but form compounds once
exposed to sufficiently high pressures. Although many such
high-pressure compounds in immiscible systems had been
synthesized in the early 1960s by Matthias et al. [14], merely
a few of them have been so far fully characterized with respect
to their crystal structure, composition, and properties. Only
through the recent advances in experimental high-pressure
techniques together with computational methods with high
predictive accuracy [21,22] has it become possible to explore
and study such high-pressure phases with increasing detail and
at a much larger scale.

One such ambient-immiscible system that has proven to be
especially rich in high-pressure compounds is Cu-Bi, where
two novel phases were discovered since 2016 [23-25]. Cu;; Biy
was synthesized at 6 GPa, and crystallizes in a new hexagonal
structure related to the NiAs type [23]. It can be recovered
to ambient pressure and is a superconductor with a transition
temperature of 7, = 1.36 K. On the other hand, CuBi was
synthesized at 5 GPa and 720 °C [24,25] in an orthorhombic
structure, and has a slightly lower value of 7, = 1.3 K. A
peculiar structural feature that both phases have in common
is the formation of porous voids in their crystal structure.
Cu,Bi; exhibits empty channels running along the ¢ axis of
the hexagonal cell, while CuBi contains two-dimensional (2D)
empty layers. In fact, we recently demonstrated that CuBi is
composed of superconducting 2D sheets, so-called cubine, that
are held together through weak van der Waals forces [26].
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Although at first glance the channels and voids in Cu;;Biy;
and CuBi appear to be empty, they serve a specific purpose
in these materials, namely, to provide room for hosting
the stereochemically active bismuth lone pairs [23,25]. The
formation of such porous structures at high pressures is
somewhat surprising, since the thermodynamic stability of a
solid-state compound is governed by the Gibbs free energy,
G = E + pV — TS, which tends to favor dense structures
as the pV term becomes increasingly dominant at higher
pressures. Many systems are known where pressure leads to
a collapse of low-dimensional structures toward a phase with
higher packing density, and the transition from graphite to
cubic diamond is only one example [27]. Hence, we suspect
that also in the Cu-Bi system a high-density phase awaits
discovery that becomes accessible once a sufficiently high
pressure is applied.

To identify these potential high-density phases, we carried
out a search by employing the minima hopping structure
prediction method (MHM) at 10 and 150 GPa with the
MINHOCAO package [28,29], which implements a highly
reliable algorithm to explore the low enthalpy phases of a
compound at a specific pressure solely given the chemical
composition [30-34]. Within this method, the low-lying part
of the enthalpy landscape is efficiently sampled by performing
consecutive, short molecular dynamics (MD) escape steps
to overcome enthalpy barriers, followed by local geometry
optimizations. The Bell-Evans-Polanyi principle is exploited
by aligning the initial MD velocities along soft mode directions
in order to accelerate the search [35,36]. In the current study,
the enthalpy landscape was modeled at the density functional
theory level, using the projector augmented wave formalism
[37] as implemented in the VASP [38—40] package together
with the Perdew-Burke-Ernzerhof approximation [41] to the
exchange-correlation potential. The most promising candidate
structures were refined by performing relaxations in intervals
of 10 GPa with a plane-wave cutoff energy of 400 eV and a
sufficiently dense k-point mesh to ensure a convergence of the
total energy to within 2 meV/atom.

We performed structural searches at variable composition
for systems with up to 20 atoms/cell. As intuitively expected,
we found phases with higher packing densities that become
thermodynamically stable at pressures readily accessible with
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FIG. 1. The crystal structure of cubic Cu,Bi from three different
perspectives is shown in panels (a)—(c). Purple (large) and blue (small)
spheres denote the Bi and Cu atoms, respectively. The isosurfaces of
the ELF are shown at values of 0.9 (red), 0.8 (yellow), 0.7 (green),
and 0.6 (blue).

current high-pressure techniques using diamond-anvil cells,
i.e., below 100 GPa. A tetragonal Cu;Bi compound with
I4/mmm symmetry of La,Sb type, isostructural to Ti,Bi [42],
touches the convex hull of stability at 51 GPa. Its pressure
range of stability is, however, very small and reaches merely
up to 59 GPa, above which another Cu,Bi phase in the cubic
Laves structure (Strukturbericht designation: C15) with Fd-3m
symmetry becomes stable. Since an ordered representation is
used to model the disordered Cu;;Bi; phase [23], we believe
that our calculations overestimate its formation enthalpy, such
that the true stability range of the tetragonal Cu,Bi is even
smaller and therefore this phase might not be synthesizable
at all in practice. On the other hand, the cubic Cu,Bi phase
has an extended range of stability up to several hundred GPa,
rendering it the most promising candidate structure for Cu,Bi.
We also investigated the two other Laves phases, the hexagonal
C14 and C36 structures, which were both found to have higher
enthalpies than C15. The structure of the cubic Cu,Bi is
shown in Fig. 1 from three different perspectives. A single
Cu atom occupies the 16¢ Wyckoff site at (0,0,0), while a Bi
atom occupies the 8b site at (0.375,0.375,0.375). The lattice
constant is 6.77 A at 60 GPa, and 7.52 A at ambient pressure,
respectively. This crystal structure, which was also observed
in the isoelectronic Au;Bi compound [43], can be interpreted
as two interpenetrating sublattices of Cu and Bi, where the Bi
atoms are arranged in a face-centered-cubic diamond structure,
whereas closely packed Cu tetrahedra occupy the tetrahedral
(T,) interstitial sites of the Bi sublattice. The centers of these
tetrahedra themselves compose the second diamond sublattice,
which are shown as blue polyhedra in Fig. 1.

This picture of interpenetrating diamond lattices is merely
an interpretation of the structure, since there are no covalent
bonds between the Bi atoms as one would expect from sp?

PHYSICAL REVIEW MATERIALS 1, 031801(R) (2017)

-1
2
3
4

9

-10 / N
-11 u =-r—

12 _,/:)<
13 /

1 Bi-
r X WK ' L UW L K
Wave number

E-Eg (eV)

— Cu (d)

— Bi(p)
Bi (s)

PDOS

FIG. 2. The electronic band structure, color coded according to
the projection on the Cu and Bi atoms in red and blue, respectively.
In the right panel, the total density of states is shown as the shaded
area, and the contributions of the Cu d states, Bi p states, and Bi s
states are indicated by the red, blue, and orange lines.

materials like carbon diamond, and the Bi-Bi distance is as
large as 3.254 A at 0 GPa which is significantly higher than
the covalent bond length of a single Bi-Bi bond of 3.02 A.The
electronic band structure in Fig. 2 shows that the cubic Cu;Bi
is metallic, and like in the two experimentally observed Cu-Bi
compounds Cu;;Bi; and CuBi, the bands at the Fermi level of
cubic Cu,Bi are dominated by the Cu d and Bi p states, as illus-
trated by the partial density of states (PDOS) in the right panel.
The Bi 6s lone pairs are located deep below the Fermi level,
as indicated by the orange lines at the bottom of the PDOS.
Laves phases are known for their high packing efficiencies,
and according to our calculations cubic Cu,Bi has a density
of p =10.52 g/cm? if recovered to ambient pressures. This
value is considerably higher than the computed densities of
CuBi (p = 10.03 g/cm®) and Cu;;Bi; (p = 10.28 g/cm?),
but also than the decomposition product 2Cu+ Bi (p = 9.19

g/cm?). The corresponding atomic volumes are 17.69 A’ for

Cu,Bi, 22.57 A’ for CuBi, 19.38 A” for Cu; Biy, and 20.23 A’
for 2Cu + Bi. The dense packing in cubic Cu,Bi suggests that
its bonding properties differ strongly from the two previously
reported Cu-Bi compounds Cu;;Bi; and CuBi. Indeed, the
isosurfaces of the electron localization function (ELF) of cubic
Cu,Bi in Fig. 1 reveal that the Bi 652 electrons are localized
with spherical symmetry around the bismuth nuclei. Hence, the
Bi lone pairs are stereochemically inactive, in strong contrast
to both Cu;;Bi; and CuBi.

From the energetic point of view, cubic Cu,;Bi is
metastable with respect to elemental decomposition by about
160 meV/atom at ambient conditions. Although this value
is considerably higher than for Cu;;Bi; (55 meV/atom) or
CuBi (48 meV /atom), it is within the energy window of ob-
served metastable materials [44]. In comparison, the recently
predicted high-pressure phase FeBi, (transition pressure 36
GPa) in a similar chemical system has a formation energy
of above 240 meV/atom at 0 GPa [7], but was nevertheless
synthesized and quenched to as low as 3 GPa [8]. Since
the MHM explores the energy landscape using physical MD
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FIG. 3. (a) The stability range of the different Cu-Bi compounds
are shown as a function of pressure. The dashed line representing the
CuBi phase indicates that it is only stable at elevated temperatures. (b)
The convex hull of stability at 100 GPa (red) and at 300 GPa (blue).
Thermodynamically stable phases are denoted by black circles.

moves, we additionally performed six short MHM simulations
at ambient pressure to assess the kinetic stability of cubic
Cu,Bi, starting from the C15 structure in a 12-atom cell. The
lowest-energy structure found within the first successful MD
escape trial is roughly 30 meV /atom higher in energy than the
C15 phase (found by five out of the six runs), requiring a kinetic
energy corresponding to around 1200 K. Although this value
does not directly correspond to a physical temperature, it gives
a rough estimate of the upper bound for the transition barrier.
The preferred escape toward a higher energy state indicates that
there is no direct downhill path to a lower energy structure,
and therefore that the C15 structure is in a well of a funnel
surrounded by high barriers [45]. Hence, we expect that cubic
Cu,Bi can be quenched and recovered to ambient pressure as
a third metastable Cu-Bi phase.

Figure 3(a) shows the pressure range of stability of all Cu-Bi
phases known to date, together with the two Cu,Bi structures,
as a function of pressure, derived from the formation enthalpy
at zero temperature. Note that the bar representing CuBi is
drawn as a dashed line to indicate that it is not a stable phase at 0
K, but only becomes thermodynamically accessible at elevated
temperatures as we recently demonstrated in Ref. [25]. A
striking feature of Fig. 3(a) is that, already at moderate
pressures up to 100 GPa, phases with a higher Cu content are
favored as the pressure increases. This trend can be explained
by a simple argument based on the large difference in atomic
radii of Cu and Bi: a preferred high packing density at extreme
pressures is only possible when the fraction of the smaller Cu
atoms increases to fill the gaps between the large Bi atoms.

This trend carries on for the phase space at pressures
exceeding 100 GPa, where we discovered at least three
additional Cu-Bi compounds that become thermodynamically
stable with even larger Cu content than %, as shown in
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FIG. 4. The phonon band structure is shown along a path in
the Brillouin zone. The color coding represents the factional mode
contribution of the Cu and Bi atoms to the phonon eigenmodes in red
and blue, respectively.

Fig. 3(a). First, a Cu4Bi phase touches the convex hull of
stability at a pressure of about 130 GPa, which crystallizes
in a monoclinic P2/m structure. At 148 GPa, a hexagonal
structure with P63/mmc symmetry becomes stable at the
Cu;3Bi composition. Finally, we find a CugBi phase in a
P2{/m structure at pressures above 267 GPa, as shown by
the blue convex hull plot in Fig. 3(b). The structural features
of those three phases strongly differ from CuBi, Cu;;Biy,
and both Cu,Bi phases. They all share the same motif of Bi
atoms coordinated to 12 Cu atoms, which form the corners
of a cuboctahedron. In fact, all structures are identical to
those previously reported in the XeNi, and XeFe, systems
[46], where the individual cuboctahedra are linked together in
different geometries. The detailed structural data are given in
the Supplemental Material [47].

Since cubic Cu,Bi is the phase that becomes stable at
the lowest pressure besides Cu;;Bi; and CuBi with a wide
pressure range of stability, we will from hereon focus solely
on a detailed characterization of this phase. To assess if cubic
Cu;Bi is dynamically stable at ambient conditions, i.e., if it
corresponds to a local minimum on the energy landscape,
we computed its phonon dispersion in the whole Brillouin
zone using linear response calculations as implemented in
the QUANTUM ESPRESSO package [48]. Norm-conserving
pseudopotentials were used with a plane-wave cutoff energy
of 150 Ry, and the force constants were evaluated on a g grid
of 4 x 4 x 4. Figure 4 shows that all phonon frequencies are
real, indicating that the structure is indeed dynamically stable.
The bands are colored according to the contributions of the
Cu and Bi atoms to the phonon eigenmodes at each wave
vector. Similar to Cu;;Bi; and CuBi, the low-energy phonons
are dominated by the vibration of the heavy Bi atoms, while
the high-frequency modes stem mainly from the Cu atoms.

We find a remarkable feature in the phonon band struc-
ture, where the lowest-energy, doubly degenerate transversal
acoustic branch is highly localized and does not cross any
optical bands. Such vibrations are often referred to as rattling
modes and can significantly affect materials properties [49].
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FIG. 5. The electron-phonon coupling properties are shown in
the top panel as a function of the phonon frequency w, where
a?F (w) denotes the Eliashberg spectral function, while A(w) is the
electron-phonon coupling strength. In the bottom panel the total
phonon density of states (PHDOS) is shown with the shaded area,
whereas the partial density of states of the Cu and the Bi atoms are
shown in red and blue, respectively.

In clathrate materials such as BagSiss, where the guest Ba
atoms reside in the cages of the Si host structure, such rattling
modes promote the electron-phonon coupling [50] and lead to
its high superconducting temperature of 7, = 8§ K [51,52]. In
a similar manner, the low-energy Bi vibrations contribute to
the electron-phonon coupling in cubic Cu;,Bi, as we will show
below.

The superconducting transition temperature was computed
within the Allan-Dynes modified McMillan’s approximation
of the Eliashberg equation [53], using a Coulomb pseudopo-
tential value of u* = 0.13 and adense k mesh of 24 x 24 x 24.
The resulting overall electron-phonon coupling parameter
A = 0.68 leads to a moderate 7, of 2.0 K at 0 GPa, which
is slightly higher than in Cu;;Bi; and CuBi. We can relate
this difference in 7, to the different bonding behavior. As
shown in Fig. 5, a large contribution to the electron-phonon
coupling constant A stems from a peak in the Eliashberg
spectral function > F, located exactly at the frequency of the
Bi rattling mode as shown in the lower panel. Although a
similar electron-phonon coupling of Bi vibrations is observed
both in Cu;;Bi; [23] and CuBi [25], there is an additional
contribution to A from phonons between 2 and 4 THz in cubic
Cu,Bi, giving rise to the higher value in 7.
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In summary, we predict from ab initio calculations a set
of high-pressure intermetallic compounds in the Cu-Bi system
besides the previously synthesized phases, CuBi and Cuy;Bi.
The compound which becomes stable at the lowest pressures
is tetragonal Cu,Bi, but the most promising candidate is
cubic CuyBi which crystallizes in a Laves structure above
59 GPa. In strong contrast to the recently reported Cu;; Bi; and
CuBi, which both contain voids to host the stereochemically
active Bi lone pairs, the structure of cubic Cu,Bi allows a
dense packing of the constituent atoms. In agreement with the
common perception that materials with voids and low-density
structures become increasingly unfavorable at high pressures,
cubic Cu,Bi is predicted to be thermodynamically accessible
at pressures exceeding 59 GPa due to its high volumetric
density. Additionally, cubic Cu,Bi is dynamically stable and
we provide evidence that the system is trapped at the bottom
of a funnel on the energy landscape, indicating that it can
be recovered to ambient pressure. A rattling mode in the
phonon band structure of cubic Cu,Bi couples strongly to the
electrons, leading to a conventional superconducting transition
temperature of 7, = 2.0 K exceeding the values in Cu;;Bi; and
CuBi. At higher pressures above 100 GPa, three additional
phases with an even higher copper content are predicted to
become thermodynamically stable, namely, CusBi, Cu4Bi,
and CugBi. These phases share the same structural motif
of interlinked cuboctahedra with 12-coordinated Bi atoms.
Overall, the current study contributes to the recent efforts in
exploring the phase space of the ambient-immiscible Cu-Bi
system, which still bears many potential high-pressure phases
awaiting discovery.
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