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M. V. Yurkov,2 J. Feldhaus,2 J. R. Schneider,2 M. Wellhöfer,3 M. Martins,3 W. Wurth,3 and J. Ullrich1
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In a proof-of-principle experiment, we demonstrate high-resolution resonant laser excitation in the soft
x-ray region at 48.6 eVof the 2 2S1=2 to 2 2P1=2 transition of Li-like Fe23� ions trapped in an electron beam
ion trap by using ultrabrilliant light from Free Electron Laser in Hamburg (FLASH). High precision
spectroscopic studies of highly charged ions at this and upcoming x-ray lasers with an expected accuracy
gain up to a factor of a thousand, become possible with our technique, thus potentially yielding
fundamental insights, e.g., into basic aspects of QED.
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Precision tests of fundamental theories have laid the
foundations to our current understanding of nature. Laser
spectroscopy, in particular, has in this regard [1] yielded
crucial results in chemistry, biology, physics, and other
disciplines. An outstanding example is the investigation
of the 1S-2S transition energy in atomic hydrogen on an
accuracy level of 1:8� 10�14 [2], one of the most accurate
measurements ever performed on a physical quantity.
However, laser spectroscopy has been severely limited
beyond the UV and vacuum ultraviolet (VUV) spectral
range [3–5] due to the lack of appropriate light sources.
An extension to higher photon energies could result out of
the application of high harmonics generation (HHG) from
pulsed lasers or with free electron laser (FEL) technology.
The new Free-Electron Laser in Hamburg (FLASH [6]) is
the first in a series of upcoming FEL devices, like LCLS
(Stanford) or XFEL (Hamburg), extending the spectral
range from few eV up to tens of keV, as illustrated in
Fig. 1. Thus, for example, direct resonant laser spectros-
copy on highly charged ions (HCI [7,8]), where one-
electron bound-bound transitions up to about 130 keV
exist, will become feasible. HCI constitute a dominant
fraction of the visible matter in stars, supernovae, near-
stellar clouds, shocks, and jets from active galactic nu-
clei—all explored with increasing efforts and unprece-
dented accuracy in most recent satellite missions like
XMM and Chandra. Precise knowledge of the line spec-
trum of HCI is indispensable for the understanding of those
objects as well as of hot earthbound plasmas like in fusion
research, and for exploring the equation of state (EOS) of
warm dense matter.

Moreover, their comparably simple electronic structure
makes HCIs an ideal testing ground for theory. The few
remaining electrons orbiting closely the nucleus of a heavy
HCI experience extreme electromagnetic fields and field-
dependent effects are strongly boosted by powers of the
nuclear charge Z, the quantity determining the field
strength: The binding energy scales with Z2 and the
Lamb shift, for example, already with Z4. The latter is

governed by quantum electrodynamics (QED), the most
precise theory in physics, the foundation of any quantum
field theory and, therefore, of the standard model, which
can be explored using HCI in the strongest stationary
electromagnetic fields available, reaching 1018 V=m on
average for a single 1S electron bound to a uranium nu-
cleus. The standard perturbative QED approximations us-
ing Z� expansions have to be replaced by all-order
rigorous calculations in the strong field case.

Because of the steep Z scaling, a wavelength measure-
ment on an H-like HCI can probe certain physical effects
with a relevance comparable to a many orders of magni-
tude more precise experiment using atomic hydrogen. In
other words, with increasing precision of transition ener-
gies accessible now for HCI, unprecedented deep insights
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FIG. 1 (color). Photon energy range covered by FLASH and
upcoming free electron laser facilities. The accessible spectral
range for laser spectroscopy is extended by several orders of
magnitude. For comparison, some benchmarking VUV laser
spectroscopy experiments on transitions in neutral atoms [29]
(black balls) are shown, as well as the most advanced laser
spectroscopy measurements on transitions in multiply and highly
charged ions (red balls) [30]. The transition energy 1s22s�
1s22p1=2 for some Li-like systems is given in (green).
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into the physics of bound systems at the strong field limit
can be expected. Moreover, the advantageous scaling laws
in Z have been exploited for precision determination of the
electron mass [9] and also inspired several schemes to
study parity nonconservation (PNC) effects or drifts of
the fine-structure constant � [10] involving HCI.

HCI up to even H-like uranium have become available
by accelerator techniques, in ion storage rings or in ion
traps [11–16]. Overcoming the difficulties related to their
production and preparation as a target at FELs will open a
new chapter in x-ray precision spectroscopy, a field where
accuracy had essentially stagnated in the recent decades
due to limitations of wavelength determination by crystals,
gratings, or solid state x-ray detectors. Presently, even the
most precise results on HCI with Z > 20 do not exceed a
relative accuracy of �E=E � 1:5� 10�5 [17].

Here we report on the first demonstration of resonance
fluorescence obtained by combining a soft x-ray free elec-
tron laser (FLASH) and a new electron beam ion trap
(EBIT [13]) providing a HCI target. Critical difficulties
resulting from very small excitation cross sections at those
short wavelengths, photon fluxes still several orders of
magnitude weaker than those typical for lasers in the
visible, low radiation collection efficiency, and the achiev-
able target density of HCI had to be overcome.

As a first objective, the transition between the 1s22s
2S1=2 ground-level and 1s22p 2P1=2 state (inset in Fig. 1),
found in Li and every three-electron ion, was investigated
in the Li-like iron Fe23� ion, a very abundant ion, e.g., in
solar flares. This transition is closely related to the Lamb
shift in atomic H and one-electron ions. Since that was the
key for the discovery of QED, it is not surprising that the
investigated transition is also playing an important role in
the formulation of few-electron QED in strong fields [18–
21]. In the isoelectronic sequence from Li to U89�, relative
QED contributions to the total transition energy grow from
2� 10�5 to 1% at Z � 26 or even 15% at Z � 92. The
transition energies of some Li-like systems are shown in
Fig. 1 (in green). Most of them lay well within the FLASH
spectral range.

The experiment was performed in a single photon reso-
nant absorption scheme (Fig. 1), by tuning the laser over
the 2S1=2-2P1=2 resonance around 48.6 eV and registering
the resonant fluorescence photon yield as a function of the
laser wavelength. The lifetime of the excited level is
0.55 ns for the electronic dipole decay, and so excitation
results in prompt emission of fluorescence radiation.

Fe23� ions were produced in the EBIT and trapped as a
cylindrical cloud. This cloud was brought to overlap with
the FLASH beam (Fig. 2), which had with 300 �m a
comparable diameter. The laser light consisted of pulse
trains of 30 single pulses of about 30 fs length each (upper
inset Fig. 2) with a 1 �s separation between them. The
trains had a 5 Hz repetition rate, yielding a total of 150
laser pulses=s with � 2� 1012 photons each. So, the

primary flux amounts to roughly 3� 1014 photons=s. Be-
cause of the self-amplified spontaneous emission (SASE)
origin of the pulses, an average pulse train has a bandwidth
of roughly E=�E � 50 to 200. This bandwidth was re-
duced by means of a scanning plane grating monochroma-
tor [22] with a maximum resolution up to 70 000, located at
the PG2 beam line. Of course, depending on the desired
resolution, the total photon flux is also diminished. As a
compromise, a resolution E=�E � 2000 at 48.6 eV photon
energy was chosen (3� 1012 photons=s, transmission ef-
ficiency included). The main advantage of this scheme
is that the total photon flux of the FLASH beam is relativ-
istically forward boosted into a narrow angular cone such
that it can be made highly monochromatic with much
smaller loss of efficiency than what is possible if the
radiation emitted by the ions, or by any sample, into a
4� solid angle is spectrally analyzed with a conventional
spectrometer.

Photons were recorded in time coincidence with the FEL
pulses as a function of the monochromator energy settings.
Each pulse started a time window of 1 �s. Photons within
this time window and their arrival times were registered.
The monochromator was repeatedly scanned between
48.53 and 48.71 eV in 5 meV wide steps, with 3 s integra-
tion time on each one for every scan. Figure 3 shows the
photon yield as a function of photon energy and arrival
time, and its projection onto the photon energy axis.
Establishing the overlap of ion cloud and laser beam turned
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FIG. 2 (color). Ions produced by electron impact ionization
of Fe atoms using a 450 mA, 5 keV electron beam (compressed
to a 50 �m diameter by a 6 T coaxial magnetic field). Posi-
tive ions in the EBIT are confined radially by its negative
space charge potential. Positively biased ring electrodes con-
fine them longitudinally. The trapped HCIs form a cylindrical
cloud of 50 mm length and 200–300 �m diameter with a den-
sity �1010 ions=cm3. Ion charge states were monitored by x-ray
detectors. Soft x rays (light blue) from FLASH excited the
trapped Li-like Fe23� ions. Fluorescence radiation was focused
by x-ray mirrors on a microchannel plate detector (not depicted)
with an overall photon detection efficiency of � 10�4.
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out to be very time consuming: First, due to the small
fluorescence signal and second due to demanding align-
ment of the 1500 kg heavy EBIT to the FLASH beam in
steps of a few microns. Although these problems restricted
the final run duration to 1987 s only, a resonance signal in
time coincidence with excitation containing about 370 true
counts over a 5� interval became clearly visible. The time
width of this signal, due to the limited time resolution of
the detector system, is 90 ns FWHM. The delay repre-
sented on Fig. 3 is purely instrumental and can be varied
arbitrarily between 0 and 1 �s. The coincidence of exci-
tation and fluorescence radiation is of essential impor-
tance to suppress background. A Gaussian fit of the data
(Fig. 3) yields a transition energy of 48:6127�11�stat�

�150�syst eV. So far, the absolute value suffers under the
preliminary calibration uncertainty (�0:0150 eV) of the
PG2 beam line monochromator. It will be reduced consid-
erably by an adequate calibration of that instrument in the
near future.

Several tests excluded possible spurious contributions.
The signal disappeared when (i) there was no spatial over-
lap between ions and photons, (ii) the Fe injection was
switched off, so background from scattered photons was
also ruled out, and (iii) the trap potential was set to expel
the positive ions. The identification of the lines recorded by
an additional independent instrument, a flat-field grating
spectrometer, ensured that in the energy range scanned the
line of interest was present and not blended. Analysis of
this instrument’s spectra yielded an independent value for
the level energy difference of 48.5982(8) eV, in fair agree-
ment with the most accurate published result [23] of
48.5997(9) eV.

In Fig. 4 we compare the relative (statistical) accuracy
achieved in this first soft x-ray laser resonance fluorescence

experiment with that of a selection of the most precise
published results for different Li-like HCI (cf. right scale).
Various nonlaser spectroscopic techniques have been ap-
plied: beam-foil methods [24,25], emission from tokamaks
[17], storage rings [26], and EBITs [15], providing the
most accurate tests of bound state QED effects in strong
fields up to now. With 22 ppm (statistical) accuracy, ac-
complished in spite of the short data acquisition time, our
soft x-ray laser method challenges already the most accu-
rate conventional measurements.

The relative accuracy achieved here is already higher
than the theoretical uncertainties. The various theoretical
contributions to the considered transition energy are de-
picted in Fig. 4 (cf. left ordinate). The contributions A, B,
and C concern the interelectron interaction (nonradia-
tive QED with one, two, and three photon exchange,
respectively). The true radiative contributions are D and
E, where D comprises the single electron one-loop terms—
self energy (SE) and vacuum polarization (VP)—and E
the corresponding screening terms, respectively. We note
that in both cases VP is in the order of 10% of the SE part.
True two-loop QED terms—SE-SE, SE-VP, VP-VP,
S(VP)E, . . .—approach the order of the screened VP con-
tributions (10% of E) and are on the order of the present
theoretical uncertainties indicated by the gray band H. The
influence of the finite extension of the nucleus and its recoil
are indicated by F and G.
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FIG. 4 (color). Different relative contributions (left scale) to
the total 1s22s� 1s22p1=2 transition energy in Li-like HCI as a
function of Z [18–20]. Interelectronic: (A) one, (B) two, and (C)
three virtual photon exchange between the valence and core
electrons. Radiative corrections: (D) one-loop self energy�
vacuum polarization (H-like), (E) screening of (D) by core
electrons. Nuclear corrections: (F) finite nuclear size, (G) rela-
tivistic recoil. Total relative uncertainties (right scale): (H)
theoretical; (black squares) experimental ([15], [17,18], [23–
26] and references therein), and (red cross) this work.

 

FIG. 3 (color). 2D plot (smoothed data, 5 meV� 0:016 �m
binning) of the fluorescence signal as a function of the photon
arrival time relative to the FEL pulse (left y axis, absolute scale
arbitrary, excitation time does not match with ordinate zero)
versus photon energy (x axis). Inset: Projection of the elevant
band (white lines; white squares) onto the photon energy axis
yielding the number of photons (right y axis) as a function of the
photon energy (see text). Red line: Gaussian fit.
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Present experimental accuracy allows us already to ver-
ify the leading two-photon QED terms. Any further in-
crease in experimental precision (Fig. 4) provides a
systematic sensitivity improvement: namely, one addi-
tional photon in the QED graphs for any accuracy gain of
1=� (�137). Hence, so far uncalculated two-loop
[20,21,27] and higher order QED contributions [28], as
well as model dependent nuclear-size and polarization
effects, which are limiting the currently pursued tests of
‘‘pure’’ QED will be revealed. The future use of short-
lived radioactive HCI will boost nuclear effects and al-
lows for studies along extended isotopic sequences. This
could lead to tests of QED beyond the external-field ap-
proximation [20], which is the foundation of present
ab initio QED calculations of the electronic structure in
HCI.

In conclusion, with our laser spectroscopic approach we
have reached a statistical accuracy of 22 ppm for the
transition energy in only half an hour acquisition time, at
a moderate laser bandwidth of 500 ppm. The immedi-
ate potential becomes obvious, by considering that ex-
isting monochromators could reduce the FEL bandwidth
by a factor of 100 down to 5 ppm. Although a wavelength
calibration in the soft x-ray range on this accuracy level is
by no means trivial, we plan an in situ calibration with the
EBIT by utilizing well-known transitions in light H-like
ions. A short term potential improvement of 2 orders of
magnitude in accuracy can be expected. At some point in
the future, the employment of a soft x-ray frequency comb
as suggested by Udem [3] could deliver ultimate precision
in this spectral range as well.

In the near future, photon energies up to 10 keV will
become available with unprecedented flux at upcoming
x-ray FELs like the Stanford Linear Coherent Light
Source (LCLS) or the European XFEL (Fig. 1), allowing
to access all transitions in Li-like ions as well as n � 1 to
n � 2 transitions in He- and H-like systems up to Z � 70
(5th harmonic). Because of the 20-fs timing of these de-
vices, with envisioned attosecond resolution, lifetime mea-
surements in a hitherto inaccessible time-energy regime
will become feasible. The present experiment demon-
strates laser spectroscopy in this spectral range on bound
state transitions in HCI by combining the FEL and EBIT
technologies, showing the wide range of possibilities
opened up to research by soft x-ray lasers.
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