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We report on a study of the longitudinal to transverse cross section ratio, R � �L=�T , at low values of x
and Q2, as determined from inclusive inelastic electron-hydrogen and electron-deuterium scattering data
from Jefferson Laboratory Hall C spanning the four-momentum transfer range 0:06<Q2 < 2:8 GeV2.
Even at the lowest values of Q2, R remains nearly constant and does not disappear with decreasing Q2, as
might be expected. We find a nearly identical behavior for hydrogen and deuterium.
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Since the early experiments at the Stanford Linear
Accelerator Center (SLAC), which discovered the sub-
structure of the nucleon and led to the development of
the quark parton model [1], deep-inelastic scattering
(DIS) has been a powerful tool in the investigation of the
partonic substructure of the nucleon. After decades of
experiments with electron and muon beams, the nucleon
structure function F2�x;Q

2� is known with high precision
over many orders of magnitude in x andQ2 [2]. Here,Q2 is
the negative square of the four-momentum transfer of the
exchanged virtual photon in the scattering process. The
Bjorken scaling variable x � Q2=2M�, with M the nu-
cleon mass and � the energy transfer, can be interpreted
as the fraction of the nucleon momentum carried by the
struck parton.

In the region of large Q2 and �, the results of DIS
measurements are typically interpreted in terms of partons
(quarks and gluons). In this case, the theoretical framework
is provided by perturbative quantum chromodynamics

(pQCD), which includes logarithmic scaling violations.
This description starts to fail when nonperturbative effects
such as higher twist interactions between the struck quark
in the scattering process and other quarks or gluons in the
nucleon become important. The sensitivity for higher twist
effects increases with decreasing Q2, since they are pro-
portional to powers of 1=Q2.

There is great interest in the behavior of the nucleon
structure functions in the low Q2 region where the tran-
sition from perturbative to nonperturbative QCD takes
place. However, little is known about this behavior, since
at large invariant mass W of the hadronic system there are
few data points in this region, except for the (transverse)
cross section �T at exactly Q2 � 0, which is accessible
through real photon absorption experiments. The more
plentiful data at low W are typically interpreted in terms
of nucleon resonance excitations.

The differential cross section for inclusive electron scat-
tering, after dividing by the virtual-photon flux factor (�),
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can be written as

 

1

�

d2�
d�dE0

� �T � "�L; (1)

where " is the virtual-photon polarization and �L (�T) is
the longitudinal (transverse) virtual-photon absorption
cross section, which depends on x and Q2. Current conser-
vation determines the behavior of the structure functions
for Q2 ! 0, leading to

 R�x;Q2� �
�L
�T
�

FL
2xF1

� O�Q2�; (2)

where FL and F1 are the longitudinal and transverse nu-
cleon structure functions. The value of Q2 at which this
behavior becomes manifest is, however, neither predictable
nor yet observed.

While there is a wealth of data for F2 � �2xF1 �
FL�=�1�Q

2=�2�, relatively few data exist for FL, or
equivalently R. Data on R�x;Q2� on hydrogen and deute-
rium are available in a limited x and Q2 (Q2 > 1 GeV2)
range, with a typical uncertainty of 0.1–0.2 [3,4], compa-
rable to the size of R itself. For scattering from pointlike
spin-1=2 particles, R should vanish at large values of Q2

because of helicity conservation. At low values of Q2,
however, R is not small, and typical values are about 0.3.

Precision data on R are necessary for several reasons.
Most importantly, determinations of the structure function
F2 from cross section measurements, and the parton dis-
tributions derived therefrom, need numerical values for R.
If the former are not based on longitudinally and trans-
versely separated measurements, the uncertainties in F2

introduced by assumptions for R can be as large as 20%.
Furthermore, especially in the low Q2 region, data are
needed to study higher twist effects and to search for the
onset of the current conservation behavior of the structure
functions at low Q2 described above.

The determination of R is typically accomplished via a
Rosenbluth-type separation technique, which requires high
precision measurements of the cross section at fixed values
of x and Q2, but at different values of ". This technique
requires the use of at least two beam energies and corre-
spondingly different scattered-electron angles �. Only in
some experiments have such measurements actually been
performed [3–10].

At sufficiently highQ2, pQCD predicts R to be the same
for protons and neutrons. Indeed, previous results have
shown RD � RH, the difference in R from hydrogen and
deuterium targets, to be consistent with zero [3,9,10]. A
low values of Q2, however, nonperturbative effects might
result into RH being different from RD.

In this Letter we present results from a study of R for
both hydrogen and deuterium at low values of Q2. The
experiment (E99-118) was carried out at the Thomas
Jefferson National Accelerator Facility (Jlab). Data were
obtained at 0:007< x< 0:55 and 0:06<Q2 < 2:8 GeV2,

by utilizing 2.301, 3.419, and 5.648 GeV electron beams at
a current of I � 25 �A. The minimum scattered-electron
energy was E0 � 0:4 GeV and the range of the invariant
mass squared of the hadronic system W2 was between 3.5
and 10 GeV2. Electrons scattered from 4 cm long liquid
hydrogen (H) and deuterium (D) targets were detected in
the high-momentum spectrometer in Hall C at various
angles between 10� and 60�.

The inclusive double differential cross section for each
energy and angle bin within the spectrometer acceptance
was determined from

 

d�
d�dE0

�
Ycorr

L���E0
; (3)

where �� (�E0) is the bin width in solid angle (scattered
energy), L is the total integrated luminosity, and Ycorr is the
measured electron yield after correcting for detector inef-
ficiencies, background events, and radiative effects.

To account for backgrounds from �0 production and its
subsequent decay into two photons followed by pair pro-
duction of electron-positron pairs, positron data were also
taken by reversing the polarity of the spectrometer. Other
background contributions include electron scattering from
the aluminum walls of the cryogenic target cells and
electroproduced negatively charged pions. Events from
the former were subtracted by performing substitute empty
target runs, while events from the latter were identified and
removed by use of both a gas Cherenkov counter and an
electromagnetic calorimeter. Additional details regarding
the analysis and the standard Hall C apparatus employed in
this experiment can be found in Ref. [11].

Radiative effects including bremsstrahlung, vertex cor-
rections, and loop diagrams are calculated using the ap-
proach by Bardin et al. [12]. Additional radiative effects in
the target and its exit windows were determined using the
formalism of Mo and Tsai [13]. The calculation of such
effects includes the emission of one hard photon. There is,
however, the possibility that the electron could emit two
hard photons. The calculation of this process is unfortu-
nately not fully established and the corresponding effect
was therefore treated in the present analysis as a separate
uncertainty.

For each energy bin, a weighted average cross section
over � within the spectrometer acceptance was obtained by
using a model to correct for the angular variation of the
cross section from the central angle value. To minimize the
dependence on the model used to compute both this cor-
rection and the radiative effects, an iterative procedure was
employed.

The total systematic uncertainty in the differential cross
section was taken as the quadratic sum of all the systematic
uncertainties contributing to the cross section measure-
ment. In a Rosenbluth separation one needs to distinguish
between uncertainties that are correlated between measure-
ments at different ", such as uncertainties in target thick-
ness and integrated charge, and uncorrelated ones. Not
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including the contributions from radiative corrections, the
uncorrelated systematic uncertainties on the cross section
measurements in this experiment amounted to 0.9%, while
the total systematic uncertainty was 1.35%.

The size, and consequently the uncertainty, of the radia-
tive effects strongly depends on the kinematics and is
largest at low values of E0 where the measured cross
section is dominated by events from elastic or quasielastic
scattering with the emission of one or more photons in the
initial or final state. The estimate of these uncertainties was
determined by varying all relevant input cross sections
within their uncertainties, and amounted to as much as
1.5% for hydrogen and 8.5% for deuterium in the most
extreme cases considered. It rapidly decreased for higher
values of E0, i.e., higher values of x and Q2. The much
larger uncertainty in the deuterium cross section is due to
the contribution from quasielastic scattering which can
only be modeled approximately.

The extractions of purely longitudinal and transverse
cross sections and structure functions were accomplished
via the Rosenbluth technique, where the reduced cross
section is fit linearly as a function of ", as in Eq. (1). The
intercept of such a fit gives the transverse cross section �T
(and therefore the structure function F1�x;Q

2�), while the
slope gives the longitudinal cross section �L, from which
the structure functions R�x;Q2� or FL�x;Q

2� can be
extracted.

The results for R�x;Q2� for hydrogen are shown in Fig. 1
as a function ofQ2 for fixed values of x (open squares). The
inner error bars represent the combined statistical and
uncorrelated systematic uncertainties. The total error bars
represent the statistical and systematic uncertainties added
in quadrature. The data are compared to the results of
previous measurements at Jlab (E94-110) [7], SLAC [3],
and by the EMC [8], NMC [9], and BCDMS [4] collabo-
rations at CERN.

The structure function F2 determined through the
Rosenbluth separation technique was found to agree to
better than 2% with a Regge-motivated parametrization
of all previously available deep-inelastic scattering data
[14], even at very low values ofQ2 [11]. This facilitated the
utilization of an alternative approach where R was calcu-
lated using this parametrization (including a 2% uncer-
tainty) for the structure function F2�x;Q2� from

 

d2�
d�dE0

� �Mott
2MxF2

Q2"

�
1� "R
1� R

�
: (4)

The results (shown by the solid circles in Fig. 1) cover a
larger kinematic range than the results from the Rosenbluth
separation, since the measurement of this experiment is
combined via the model with results of previous experi-
ments at different energies. The inner error bars represent
the statistical uncertainty and the total error bars represent
the quadratic sum of the statistical uncertainty and the
uncertainty in the radiative corrections due to the possible
emission of two hard photons. The shaded bands represent

the uncertainties in the radiative effects due to uncertainties
in the input cross sections. Especially in the model depen-
dent extraction, the uncertainties are dominated by the
uncertainties in the radiative corrections which are corre-
lated between data points. The results from the second
method agree very well with those obtained from the
Rosenbluth separation method. Good agreement is also
found with previous experiments in the regions of x and
Q2 where the data overlap.

The dashed curve in Fig. 1 represents a new parametri-
zation of R (RHe99118�x;Q

2� [11]) based on all available data
including those from this experiment. The functional form
of the parametrization has been chosen to satisfy the
condition that R vanishes as Q2 goes to zero. At Q2 �
2 GeV2, it was connected to a previously obtained parame-
trization from SLAC [3] that is based on measurements at
higher values of Q2. The solid curves in the upper four
panels of Fig. 1 show, within its range of applicability (x 	
0:1), the model developed in [15], which is based on the
photon-gluon fusion mechanism suitably extrapolated into
the region of low Q2.

As mentioned above, at low values of Q2, current con-
servation requires R to be proportional to Q2. However, in
the data from the present experiment this behavior is not
yet observed, and R remains nearly constant over the
measured range in Q2. Thus, the transition to R / Q2
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FIG. 1. Comparison of the values of R�x;Q2� for hydrogen
from the present experiment (E99-118) to the results of other
experiments. The dashed curves represent the parametrization
RHe99118�x;Q

2� and the solid curves the model developed in [15]
(see text for details). The dot-dashed curves are a next-to-next-
to-leading order calculation based on the recent MRST parton
distributions [16], and the dotted curves show the next-to-leading
order result of the GRV model [17]. In both cases target mass
effects have been included according to [18].
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must occur below aQ2 value of about 0:1 GeV2 at low x, or
below 1 GeV2 for x > 0:2. This result also disagrees with
the model calculation shown in Fig. 1 and might indicate a
larger higher twist contribution in the longitudinal struc-
ture function than assumed in that model.

Both the Rosenbluth separation and the model depen-
dent extraction of R were also carried out for the deu-
terium data. While the precision of the results from the
Rosenbluth separation is comparable to that of the hydro-
gen data, the systematic uncertainty in the model depen-
dent extraction is much bigger for the deuterium data due
to a large uncertainty in the calculation of the quasielastic
radiation tail which is significant at low x and Q2.

Thus, the difference RD � RH was calculated using only
the results from the Rosenbluth separation method, com-
piled in Table I, and compared in Fig. 2 to previous results
from the NMC Collaboration [9] and SLAC [10]. In this
plot only the most recent and precise data from SLAC [10]
are shown, while additional SLAC results [3] are included
in the statistical analysis of RD � RH, below. Previously,
the conclusion was drawn that there is no difference be-
tween RD and RH. However, most of the data from NMC
are at rather highQ2 values, where R itself is small, and the
RD � RH values extracted from the SLAC measurements
[3] were averaged over all Q2, including high Q2 values,
and were hence biased toward smaller differences.
Including our results, the data are still consistent with RD

being identical to RH. However, at values of Q2 <
1:5 GeV2 there is a hint both in the present data and in
the highest-precision data from SLAC [10] that RD is
smaller than RH. The global average (including all data)
yields RD � RH � �0:054
 0:029.

The results presented here are measurements of the
longitudinal to transverse cross section ratio below Q2 of
about 2 GeV2 for hydrogen and deuterium targets. These
data appear in a region where R might be expected to
disappear as Q2 gets very small. However, a nearly con-
stant behavior of RH and RD is observed down to Q2 of
about 0:1 GeV2 at low values of x. ForQ2 < 1:5 GeV2, the
data hint at a small difference between RD and RH.
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TABLE I. The values of RH and RD � RH calculated via the
Rosenbluth separation. Note that the systematic error in the
difference accounts for the correlation between the uncertainties
in the hydrogen and deuterium data.

Q2 �GeV2� x RH Stat. Syst. RD � RH Stat. Syst.

0.150 0.041 0.259 0.074 0.153 0.036 0.131 0.136
0.175 0.050 0.307 0.056 0.188 �0:100 0.091 0.196
0.273 0.077 0.460 0.049 0.132 �0:162 0.084 0.153
0.283 0.081 0.414 0.045 0.117 �0:141 0.071 0.138
0.476 0.156 0.283 0.063 0.025 �0:115 0.091 0.061
0.508 0.091 0.406 0.038 0.168 �0:164 0.065 0.172
1.045 0.200 0.335 0.048 0.041 �0:155 0.068 0.046
1.670 0.320 0.211 0.038 0.021 �0:040 0.057 0.051
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FIG. 2. The difference RD � RH as a function of Q2 from the
present experiment calculated via Rosenbluth separation. The
data from previous experiments are also shown for Q2 <
5 GeV2.
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