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The security of quantum key distribution is typically defined in terms of the mutual information
between the distributed key S and the outcome of an optimal measurement applied to the adversary’s
system. We show that even if this so-called accessible information is small, the key S might not be secure
enough to be used in applications such as one-time pad encryption. This flaw is due to a locking property
of the accessible information: one additional (physical) bit of information can increase the accessible
information by more than one bit.
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Secret keys are the basis for various cryptographic tasks
such as message encryption or authentication. In order to
guarantee security of these tasks, it is hence crucial that the
underlying key provides a sufficiently high level of secur-
ity. The strongest and thus most desirable notion of security
for a secret key S is called perfect security and is charac-
terized by two conditions: (i) any value of S is equally
likely (i.e., the distribution PS of S is uniform on a key
space S) and (ii) an adversary has no information about S
(i.e., the state of any system controlled by an adversary is
independent of the value of S).

Using such a perfectly secure key enables the realization
of highly secure cryptographic schemes. For example, S
could be used for one-time pad encryption [1], where the
ciphertext C of a message M is obtained by computing the
bitwise addition (modulo 2) of M and S. It is easy to verify
that, from the viewpoint of an adversary who does not
know S, the ciphertext C is independent of the message
M and thus completely useless.

Unfortunately, it is generally impossible to generate
perfectly secure keys—even with the help of quantum
mechanics. For this reason, one usually considers slightly
weakened security definitions. For example, condition (ii)
might be substituted by a bound on the information that the
adversary has about S. This, however, raises a basic ques-
tion: what is an appropriate measure to quantify the adver-
sary’s information about S?

In the context of classical information-theoretic cryptog-
raphy [2], the adversary’s knowledge about a key S is most
generally characterized by a classical random variable Z.
An n-bit key S is then said to be secure [4] if, for some
small security parameter " � 0,

 H�S� � n� " (1)

 I�S;Z� � "; (2)

where H�S� denotes the Shannon entropy of S and
I�S;Z� :� H�S� �H�SjZ� is the mutual information be-
tween S and Z. Inequality (1) implies that S is almost

uniformly distributed; it is thus an approximation of con-
dition (i) above. Similarly, (2) is an approximation of (ii).

In quantum cryptography, the knowledge of an adver-
sary about a (classical) key S is described by the state of a
quantum system E instead of a classical random variable Z.
Accordingly, the mutual information occurring in criterion
(2) is usually generalized to the accessible information
Iacc�S;E�, which is defined as the mutual information
between S and the outcome Z of an optimal measurement
applied to E (see below for a formal definition). The
quantum version of (2) then reads

 Iacc�S;E� � ": (20)

Inequality (20) seems to be a natural formalization of the
requirement that an adversary has almost no information
about S and is in fact commonly used in the standard
literature on quantum cryptography and, in particular,
quantum key distribution (QKD) [8].

In this Letter, we show that the accessible information
has the following property.

Proposition 1.—For any " > 0 there exists a quantum
state on a system E which depends on a classical random
variable V and an n-bit string W, where n is linear in
log1=", such that the following holds: (a) Iacc�V;E� � "
and (b) Iacc�V;WE� � H�W� � 1.

This result implies that the accessible information is
lockable [17]; i.e., H�W� bits of additional information
(encoded in W) might increase the accessible information
by more thanH�W� bits. We use the locking property given
in Proposition 1 to argue that the security definition for
QKD described above has a flaw which is relevant for
practical applications.

Proposition 2.—There exists a setting consisting of a
classical key S and a quantum system E controlled by an
adversary such that security criterion (20) is satisfied (for
some security parameter " which is exponentially small in
the key size), but S cannot securely be used for one-time
pad encryption.
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In the sequel, we give an explicit construction of a
quantum state that proves Proposition 1. We then show
that Proposition 2 follows from a simple argument based
on this construction. Finally, in the last part of this Letter,
we discuss an alternative security definition which over-
comes the problem exposed by Proposition 2. Moreover,
we argue that a key satisfying this alternative definition can
be obtained from standard QKD protocols (by modifying
the security proofs).

Consider a ‘‘hybrid’’ setting consisting of both a classi-
cal random variable V and a quantum system E. This
setting can be described by the so-called enlarged Hilbert
space representation, where one thinks of the classical
value V as being encoded into the state of a quantum
system with respect to an orthonormal basis fjvjgv2� as
follows:

 �VE :�
X
v2�

PV�v�jvihvj � �EjV�v;

where �EjV�v is the state of E conditioned on V � v. We
will refer to a density operator of this form as a cq state. We
will also use generalizations of this convention to tripartite
systems with two classical parts and call the corresponding
density operators ccq states.

For any cq state �VE, the accessible information (of E
about V) is defined as [18]

 Iacc�V;E� :� max
M
I�V;M	E
�;

where the maximum is over all local measurements given
by a positive operator-valued measure M on E and where
I�V;M	E
� denotes the mutual information between V
and the measurement outcome M	E
. The accessible in-
formation Iacc�V;E� thus quantifies the amount of infor-
mation about the classical value V that can be obtained by
an optimal measurement applied to the quantum system E.

Consider now an extended setting involving an addi-
tional random variable W, described by a ccq state �VWE.
Let [19]

 � :� Iacc�V;WE� � Iacc�V;E�

be the amount by which the accessible information about V
increases whenW is appended to E. Hence, given access to
the quantum system E, the quantity � measures by how
much the knowledge about V increases if one learns W.
Saying that Iacc is lockable [17] then means that � can
generally be larger than the size of the so-called unlocking
information W, i.e., the number of bits which are needed to
represent its value. It should be emphasized that locking is
a purely nonclassical property. In fact, if the quantum
system E is substituted by a classical random variable Z,
we have � � I�V;WjZ� � H�W� [20], that is, � cannot be
larger than the size of W.

Let us now describe a ccq state �VWE which satisfies
properties (a) and (b) of Proposition 1 and, hence, proves
the proposition. It is motivated by previous constructions
[17,21,22], where a random variable X is encoded into a

quantum system E using a basis randomly chosen from a
family of bases [23]. The unlocking information W speci-
fies the basis. Given this information, the value of V �
�X;W� can be obtained by a measurement of E. Intuitively,
the locking effect arises because it is impossible to perform
the ‘‘right’’ measurement without knowing the basis in
which X is encoded. More formally, it is shown that the
accessible information Iacc�XW;E� is limited. This is
achieved by replacing the minimization over POVMs in
its definition by a minimization over states, which estab-
lishes a link to so-called entropy uncertainty relations.

We use the following notational conventions: �1, �2, �3

are the Pauli matrices on the Hilbert space C2. For any
m-tuple w � �w1; . . . ; wm� 2 f1; 2; 3gm, we denote the
m-fold tensor product �w1

� � � � � �wm by �w. Let X and
W be random variables on the set X :� f0; 1g and the set of
m-tuples W :� f1; 2; 3gm, respectively, such that the joint
probability distribution PXW is uniform. Then, for any x 2
X and w 2W , we define

 �Ej�X;W���x;w� :� 2�m�id�C2��m � ��1�x�w�; (3)

which is an operator on �C2��m representing the state of a
quantum system E conditioned on X � x and W � w. It is
straightforward to check that this is a consistent description
of a ccq state �XWE [24]. The relevant properties of this
state are expressed by the following.

Lemma 1.—Let �XWE be as described. Then (i) for
any fixed value w 2W of the random variable W, there
exists a measurement of the quantum system E with out-
put equal to X. In particular, Iacc�XW;WE� � H�XW�.
(ii) Iacc�XW;E� � �23�

m=2.
Proof.—Property (i) directly follows from the fact that

the conditional states �Ej�X;W���0;w� and �Ej�X;W���1;w� are
orthogonal for any fixed w 2W . To prove (ii), we show
that for any measurement M applied to the quantum part E
of �XWE, the entropy of the pair (X, W) conditioned on the
outcome M	E
 is bounded by

 H�XWjM	E
� � H�XW� � �23�
m=2: (4)

The assertion then follows because Iacc�XW;E� �
H�XW� �minMH�XWjM	E
�.

The family N w :� f2mPXjW�w�x��Ej�X;W���x;w�gx2X is a
positive operator-valued measure for every w 2W be-
cause �WE � �W � �E, where �E is the fully mixed state.
As in [17], it can be shown that the conditional entropy of
interest can be bounded in terms of a sum of entropies
minimized over all states � on �C2��m, i.e.,

 H�XWjM	E
� � H�W� �min
�

X
w2W

PW�w�H�N w	�
�:

Lower bounds on the expression on the right-hand side are
called entropy uncertainty relations as they express the
average uncertainty about the outcome N w	�
when mea-
suring a state � using different measurements fN wgw2W .
Using the fact that the POVMs are binary valued, it can be
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shown [25] that in our case, this average uncertainty is at
least 1� �2=3�m=2, which implies (4) as desired. �

Note that W can be represented by a string of length
roughly H�W�. Proposition 1 therefore follows directly
from Lemma 1 by setting V :� �X;W� and choosing m
such that �2=3�m=2 � ".

To prove Proposition 2, we similarly represent W by n
bits S1; . . . ; Sn (for n � mlog23). We then consider the
(n� 1)-bit key S � �S1; . . . ; Sn�1� consisting of these n
bits and, additionally, the bit Sn�1 :� X [26]. Moreover,
we assume that the adversary controls the system E.

It is an immediate consequence of Lemma 1 (ii) that the
key S satisfies the security criterion (20), i.e.,

 Iacc�S;E� � Iacc�XW;E� � "; (5)

where " :� 2��n�2=6� decreases exponentially fast in the
key length. However, as illustrated by the following ex-
ample, this is not sufficient if S is used for one-time pad
encryption.

Let M � �M1; . . . ;Mn�1� be an (n� 1)-bit message and
let C � �C1; . . . ; Cn�1� be the ciphertext given by Ci 
Mi � Simod2. Moreover, assume that an adversary has
some a priori knowledge which determines the first n
message bits M1; . . . ;Mn, but does not know the bit
Mn�1 [27]. Upon receiving the ciphertext bits C1; . . . ; Cn,
the adversary can thus immediately infer the first n key bits
S1; . . . ; Sn. Hence, by Lemma 1 (i), the adversary now is in
a position to choose an appropriate measurement of her
quantum system Ewhich reveals the (n� 1)th key bit Sn�1

with certainty. The encryption of the (n� 1)th message bit
Mn�1 is thus completely insecure. This concludes the proof
of Proposition 2.

According to this result, defining secrecy in terms of the
accessible information is problematic in a quantum world.
This raises the question whether there are stronger security
definitions which, e.g., imply that a secret key can safely be
used for one-time pad encryption. As shown recently
[15,16,29], the answer to this question is positive [30].

Let S be a classical key which takes values from S and
let E be a quantum system controlled by an adversary. As
described above, this situation can be represented by a cq
state �SE �

P
s2SPS�s�jsihsj � �EjS�s.

Definition 1.([16,29,31] )—A random variable S is
called an "-secure key with respect to E if [32]

 

1
2 k�SE � �U � �Ek1 � ";

where �U :�
P
s2S

1
jSj
jsihsj is the completely mixed state.

As discussed in [16,29], " security has an intuitive
interpretation: with probability at least 1� ", the key S
can be considered identical to a perfectly secure keyU, i.e.,
U is uniformly distributed and independent of the adver-
sary’s information. In other words, Definition 1 guarantees
that the key S is perfectly secure except with probability ".
Because this is still true if S is used in any application, the
above definition is said to be composable.

Interestingly, composable security can be achieved quite
easily. For example, it has been shown [16] that the key
computed by applying a two-universal hash function to a
random string with sufficient entropy satisfies Definition 1
[33]. Security proofs of QKD which are based on this result
(see, e.g., [29,34] ) are thus not affected by the problem
discussed above.

Strongly secure keys can also be obtained by measuring
predistributed Bell states j��i (or approximations
thereof), as first observed in [15] (see [35] ).

Lemma 2.—Let " � 0 and let �AB be a bipartite quan-
tum state such that F��AB; j��i�n� �

��������������
1� "2
p

. Then the
two n-bit strings resulting from local measurements of �AB
in the computational basis are "-secure keys (with respect
to an adversary who controls a purifying system of �AB).

The statement implies that security proofs based on
entanglement purification (where the entanglement is usu-
ally measured in terms of the fidelity F��AB; j��i�n� to a
fully entangled state, as, e.g., in [9,10] ) can easily be
adapted to meet Definition 1 [36].

In conclusion, we have presented a novel example of the
lockability of classical correlations in quantum states. This
example reveals a weakness of security definitions based
on the accessible information. In particular, a secret key
which is secure according to such a definition might be-
come completely insecure when used in certain applica-
tions. A solution to this problem is provided by the stronger
yet still achievable notion of " security (Definition 1)
which is composable. An "-secure key can safely be used
in any application except with some (small) probability ".
Our result thus does not imply that actual QKD schemes
are insecure, but shows that statements about their security
(as well as corresponding proofs) that are phrased in terms
of the accessible information are not satisfactory.
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