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We have developed a two-color, two-pathway coherent control technique to detect and measure weak
optical transitions in atoms by coherently beating the transition amplitude for the weak transition with that
of a much stronger transition. We demonstrate the technique in atomic cesium, exciting the 6s2S1=2 !
8s2S1=2 transition via a strong two-photon transition and a weak controllable Stark-induced transition. We
discuss the enhancement in the signal-to-noise ratio for this measurement technique over that of direct
detection of the weak transition rate, and project future refinements that may further improve its sensitivity
and application to the measurement of other weak atomic interactions.
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The field of coherent control in atomic physics is based
on the principles of interfering transition amplitudes.
Numerous demonstrations of these have been reported in
atomic [1,2], molecular [3], and condensed phase systems
[4]. In this Letter, we describe our application of these
coherent control interactions for the detection of weak
optical transitions in atoms. This technique has a direct
analog in homodyne or heterodyne detection, a coherent
detection method commonly used to amplify weak elec-
tromagnetic signals [5] in the optical or radio frequency
spectral regions. Use of an interference between transition
amplitudes to detect a weak interaction in an atomic sys-
tem has been reported previously, most notably in a series
of measurements of magnetic dipole interactions [6–8],
quadrupole interactions [9,10], and parity nonconserving
(PNC) interactions [11–14]. In these works, a strong tran-
sition and the weak transition are each driven by the same
optical field, and the interference between these amplitudes
is used to effectively amplify the weak signal. The inter-
ference term is determined by reversing the symmetry of
the experimental setup either by changing the directions of
the dc fields or the polarization of the laser beam. In this
Letter we discuss our demonstration of a technique of
homodyne detection where two transition amplitudes are
driven by two separate but mutually coherent laser fields.
This distinction is significant in that it allows us to vary the
interference condition by varying only the phase difference
between the two optical fields. We demonstrate the tech-
nique in atomic cesium, concurrently exciting a strong
two-photon transition and a weak controllable Stark-
induced transition. With improvements in sensitivity and
beam overlap, important for absolute measurements, the
present technique could allow sensitive measurement of
other weak optical interactions as well.

We show the excitation scheme used to demonstrate the
homodyne detection technique in Fig. 1. We drive the
6s2S1=2 ! 8s2S1=2 transition in atomic cesium via two
pathways, one of which is a strong two-photon interaction

and the other a dipole-forbidden Stark-induced transition.
The former is induced by the laser fundamental at fre-
quency ! (� � 822:464 nm), and the latter by the beam
at twice this frequency, 2!, i.e., � � 411:232 nm. The
amplitude and phase of these two fields are E! and �!,
andE2! and�2!, respectively. By applying a static electric
field of magnitude E0 to the atoms in the interaction region,
some P character is mixed into the S states, thus allowing
the Stark-induced transition to take place. The net transi-
tion rate can be written as

 W / j��!��E!ei�
!
�2 ���2!�E0E2!ei�

2!
j2; (1)

where ��!� and ��2!� are the transition moments for the
two-photon and the Stark-induced transitions, respectively.
Expanding this equation yields

 W / j��!��E!�2j2 � j��2!�E0E
2!j2

� 2Re���!����2!�E0�E
2!���E!�2ei���; (2)

where �� � 2�! ��2! is the relevant phase difference
between the two field components. The first term of this
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FIG. 1. Two pathways driving the 6s2S1=2 ! 8s2S1=2 transi-
tion in atomic cesium.
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equation, corresponding to the two-photon transition rate,
typically represents the largest component of the signal in
our experiment, and serves as our ‘‘local oscillatorí ’ for the
measurement. The second term in this expression is the
rate of the Stark-induced transition by itself. The third term
is the beat signal that arises due to the interference between
the two-photon transition and the weak Stark-induced tran-
sition. We modulate the net excitation rate of the 8s2S1=2

state by shifting the relative phase of the two frequency
components of our optical beam, and use this modulation
as a measure of the Stark-induced signal strength. Since the
amplitude of this term is the geometric mean of the two
other terms, it can be much greater than the term corre-
sponding to the direct detection alone, and as we show
later, can allow for shot-noise limited detection of ex-
tremely weak optical interactions.

The experimental setup is shown in Fig. 2. The primary
laser source for the experiment is a stabilized cw
Ti:sapphire laser, tuned to the two-photon resonance at
822 nm. We tune the laser frequency to either the
6s2S1=2F � 3! 8s2S1=2F

0 � 3 or the 6s2S1=2F � 4!

8s2S1=2F
0 � 4 transition frequency, differing from one

another by 4.161 GHz. We have inserted a lithium triborate
frequency-doubling crystal inside the laser cavity at one of
the intracavity beam waists, generating the second-
harmonic field at � � 411 nm. The two beams pass
through different arms of a Mach-Zehnder-like interfer-
ometer, as shown in Fig. 2. A half-wave plate placed in the
UV path adjusts the polarization of the second harmonic,
and a prism removes any residual 822 nm (ir) from the
411 nm (UV) beam. This latter element is necessary to
eliminate the optical interference between the ir beams that

might otherwise take place after the beams are recom-
bined. By applying a linearly ramped voltage to the piezo-
electric transducer (PZT) mirror mount in the ir branch of
the interferometer, we can vary the relative phase ��,
controlling the net excitation rate as given by Eq. (2). We
calibrate the displacement of the PZT versus the applied
voltage by removing the wave plate and prism from the UV
branch of the interferometer and observing the optical
interference between the 822 nm beams traversing the
two branches. We fit the displacement with a sixth-order
polynomial, as it is somewhat nonlinear in the applied
voltage.

We weakly focus the recombined beam into the cesium
vapor cell using a 40 cm focal length achromatic doublet
lens. The power levels of the 822 nm and 411 nm beams
entering the cesium cell are 	150 mW and 20 �W, re-
spectively. The confocal parameter of the focused beam is
z0 	 10 cm (ir and UV beam), and the 1=e2 beam diame-
ters are 	350 �m (ir beam) and 	250 �m (UV beam).
The cesium absorption spectrum is Doppler broadened to a
full width at half maximum of 400 MHz (laser frequency
units). The cell is fitted with a pair of internal rectangular
stainless steel field plates of separation 	5 mm, to which
we apply a bias of between 20 Vand 5 kV. The direction of
the dc field in the region between the plates is vertical,
parallel to the polarization of the 822 nm and 411 nm
beams. We collect and filter the 794.6 nm fluorescence
emitted upon the decay of the excited state using lenses,
mirrors, interference filters, and a spatial filter, and project
this light onto the photocathode of a cooled photomulti-
plier tube (PMT). The collection efficiency of this setup,
including the quantum efficiency of the PMT, is about
0.1%. The output pulses of this PMT (10 ns pulse duration)
within successive 300 ms acquisition periods are counted,
and the number of detected photons N stored in a labora-
tory PC. The photon count is proportional to the excitation
rate of the 8s2S1=2 state.

We collect each data set by measuring the fluorescence
signal under varying conditions, and show an example in
Fig. 3(a). The dc field strength is E0 � 4 kV=cm and the
laser is tuned to the F � 4! F0 � 4 transition in this
figure. The signal labeled (A) shows the level of the dark
current counts, Nd, collected by blocking both the 822 nm
and 411 nm beams. (B) represents the two-photon signal
NTP, as measured by tuning the 822 nm beam to the two-
photon resonance and passing it through the cell, while
blocking the UV beam. This signal also includes dark
current Nd and a significant amount of 822 nm light
scattered at the windows Nsc. For the signal labeled (C),
we have blocked the ir beam, but allowed the UV beam to
pass, driving the Stark-induced signal to yield NSI � Nd.
The level of scattered light from the UV beam is undetect-
able in our experiment, so we do not include this term in
(C). The signal level marked (D) represents the interfer-
ence between the two-photon and Stark-induced signals.
With both optical beams passing through the vapor cell, we
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FIG. 2 (color online). Experimental setup. The Ti:sapphire
laser includes an intracavity frequency-doubling crystal, produc-
ing phase coherent light at 822 nm and 411 nm. Varying the
voltage applied to the piezoelectric transducer (PZT) allows us to
vary the relative phase difference ��.
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vary the phase difference between the beams, modulating
the total excitation rate according to Eq. (2). The average
scan rate is quite slow for these measurements, d��=dt	
1:2 rad= sec, to allow for an adequate signal count. Finally,
the signal marked (E) in Fig. 3(a) represents the dark
current and the noise level of the 822 nm light scattered
by the windows, Nd � Nsc, measured by blocking the UV
beam and tuning the ir beam away from the two-photon
resonance.

We show an enlargement of the interference signal, i.e.,
section (D), in Fig. 3(b), as a function of ��. The points
represent the measured data, while the solid line is the
result of a least squares fit of a sinusoid to the data. We
allow the amplitude of the sinusoid to vary linearly with
phase to account for small changes in the intensity, align-
ment, or overlap of the two laser beams. The rms deviation
between the data and the sinusoid in this figure is 70 counts,
somewhat larger than Poisson counting statistical fluctua-
tions for an average signal of 	700 counts. We observe
that the amplitude of the cross term in Eq. (2) does indeed
vary linearly with the magnitude of the dc field E0, and that

the total signal is well described by the expression

 N����V�� � NTP � NSI � Nd � Nsc

� 2�
����������������
NTPNSI

p
cos����V��; (3)

where V is the voltage applied to the PZT mirror mount in
the interferometer, and � is a multiplier of order unity that
accounts for imperfect matching of the wave fronts of the
two laser field components. We were able to observe � as
large as 0.9, but could not maintain this alignment with the
mirror mounts available to us. Therefore, in practice, �
was typically 0.6 to 0.75 for this weakly focused case. The
beat signal is equally observable for the F � 3! F0 � 3
and the F � 4! F0 � 4 hyperfine components of the
transition.

Another manner in which to view the data is through its
Fourier transform. We show plots for two cases, with dc
field strengths of 4 kV=cm (solid line) and 200 V=cm
(dashed line) in Fig. 4. The frequency axis is scaled by
the data acquisition time of 300 ms. While the signal-to-
noise ratio for the latter case is certainly diminished in
comparison with the former, it is still well above the
detection limit. In contrast, the signal level for direct
detection at 200 V=cm under the same conditions is well
below the noise level.

For a total count of N fluorescence photons, the fluctua-
tions in either signal alone, whether the Stark-induced or
the two-photon interaction, are given by

����
N
p

, consistent
with Poisson statistics. For weak optical interactions, how-
ever, dark current and scattered light dominate the signal,
and one must detect the fluorescence signal against this
background. This is the regime where the homodyne de-
tection offers the greatest potential. To see the improve-
ment in the signal-to-noise ratio for homodyne detection
versus direct detection, we examine
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FIG. 4 (color online). Fourier transforms of the interference
signals for the 4 kV=cm (solid line) and 200 V=cm (dot-dashed
line) fields. The frequency is scaled, as explained in the text. The
side lobes in the FFT of the 4 kV=cm data are artifacts of the
finite number of data points.
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FIG. 3 (color online). A typical data set. E0 for this run was
4 kV=cm. In (a), the labels on different segments of data indicate
different input beams and/or frequencies, as described in the text.
We show an enlargement of the beat signal, data segment (D), as
well as the fitted sinusoid with varying amplitude, in (b).
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 S=Nhomodyne �
2
����������������
NTPNSI

p

������������������������������������������������
NTP � NSI � Nd � Nsc
p (4)

and

 S=Ndirect �
NSI����������������������

NSI � 2Nd
p : (5)

We show plots of measured S=N ratios, as well as Eqs. (4)
and (5), in Fig. 5. For dc field strengths of 4 to 10 kV=cm,
we observe comparable S=N ratios for the two detection
schemes. With smaller fields, however, the signals de-
crease, linearly with E0 for the homodyne signal, and
quadratically for the direct detection signal. In the limit
of strong local oscillator, i.e., NTP greater than all other
terms in Eq. (4), the S=N ratio for homodyne detection
approaches 2

��������
NSI

p
, as expected for shot noise limited

detection, and S=Nhomodyne then varies linearly with E0.
For direct detection, we can observe the absorption rate
over the noise level only for E0 >	1 kV=cm. For com-
parison, the two smooth curves in Fig. 5 represent the S=N
ratios given by Eqs. (4) and (5), using average counts
NTP � 299, NSI � 14:7
 E2

0, Nd � 29, and Nsc � 205
from our data. The measured S=N ratios are in good
agreement with these curves, showing that the sensitivity
of our detection scheme is shot-noise limited. At the lowest
dc field strength (40 V=cm) of our measurements, we
project an increase in the signal-to-noise ratio for the
homodyne detection over direct detection of 2 orders of
magnitude.

There are several improvements one could envision to
build upon the detection scheme we have described, in-
cluding a higher efficiency fluorescence detector. Mirror

mounts in the interferometer with a smoother adjustment
and improved stability would allow us to achieve a factor
of � closer to 1. Perhaps the most exciting possibility is to
modulate the phase �� at a frequency in the kHz range,
either by dithering the PZT mount, inserting an electro-
optic modulator, or by introducing a slight frequency offset
between the ! and 2! beams, and use direct phase sensi-
tive detection of the PMT signal using a lock-in amplifier.
Data could then be collected in real time and with im-
proved sensitivity. This scheme, along with several other
improvements in sensitivity and gain, will be the goal of
future works.

In summary, we have described a technique based upon
a two-pathway coherent control interaction, using two
distinct but coherently related laser fields, for detecting
very weak optical interactions in atoms. This technique has
features in common with optical heterodyne detection. We
have demonstrated its capability for improved signal-to-
noise ratios in detection of weak optical absorption signals,
and reflect briefly upon potential avenues for improve-
ments in this technique. This technique can be extended
to measurement of other weak optical interactions, includ-
ing quadrupole transitions, magnetic dipole transitions,
and, if sensitivity and long-term stability allows, parity
nonconserving transitions.

This material is based upon work supported by the
National Science Foundation under Grant No. 0099477.
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Homodyne detection (
) and Direct detection (�), as deter-
mined from the data. The smooth lines are plots of Eqs. (4) and
(5), using NTP � 299, NSI � 14:7
 E2

0, Nd � 29, and Nsc �
205.

PRL 98, 043001 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
26 JANUARY 2007

043001-4


