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The momentum distribution of electrons from decays of heavy flavor (charm and bottom) for
midrapidity |y| <0.35 in p + p collisions at /s =200 GeV has been measured by the PHENIX
experiment at the BNL Relativistic Heavy Ion Collider over the transverse momentum range 0.3 < py <
9 GeV/c. Two independent methods have been used to determine the heavy-flavor yields, and the results
are in good agreement with each other. A fixed-order-plus-next-to-leading-log perturbative QCD calcu-
lation agrees with the data within the theoretical and experimental uncertainties, with the data/theory ratio
of 1.71 = 0.02%% = 0.18% for 0.3 < p; <9 GeV/c. The total charm production cross section at this
energy has also been deduced to be oz = 567 = 578 = 193% pb.

DOI: 10.1103/PhysRevLett.97.252002

Heavy-flavor (charm and bottom) production serves as a
testing ground of QCD. Because of the large quark mass, it
is expected that next-to-leading order perturbative QCD
(NLO pQCD) can describe the production cross section of
charm and bottom at high energy, particularly at high pr.
At the Tevatron, bottom production is well described by
NLO pQCD [1]. Charm production cross sections at high
pr are found to be higher than the theory by = 50%, but are
compatible within the theoretical uncertainties [2]. Since
heavy-flavor production at Relativistic Heavy Ion Collider
(RHIC) energies is dominated by gluon-gluon fusion, its
production in polarized p + p collisions probes the gluon
distribution G(x) and the gluon polarization AG(x). A good
understanding of the reaction mechanism for heavy-flavor
production is crucial for reliably extracting these distribu-
tions. Furthermore, in Au + Au collisions at RHIC strong
suppression of single electrons from heavy-flavor decays
has been observed [3]. Measurements of heavy-flavor pro-
duction in p + p collisions provide a baseline for studying
hot and dense matter effects in heavy ion reactions. Earlier
measurements at RHIC [4,5] have a limited p; range with
substantial experimental uncertainties, so an improved
measurement is crucial.

We report the production cross section of electrons,
(e™ + e7)/2, at midrapidity in p + p collisions at /s =
200 GeV for 0.3 < py <9 GeV/c measured by the
PHENIX experiment. Contributions from semileptonic de-
cays of heavy flavor are determined using two independent
methods. This measurement has over 2 orders of magni-
tude larger statistics with much reduced systematic uncer-
tainties compared to our previous measurement [4].

The data were collected by the PHENIX detector [6]
during the 2005 RHIC run using the two central arm
spectrometers. Each spectrometer covers |n| < 0.35 in
pseudorapidity and A¢ = /2 in azimuth. It includes a
drift chamber (DC) and pad chambers (PC1) for charged
particle tracking, a ring imaging Cerenkov detector
(RICH) for electron identification, and an electromagnetic
calorimeter (EMCal) for electron identification and trigger.
Beam-beam counters (BBCs), positioned at pseudorapid-
ities 3.1 < |y| < 3.9, measure the position of the collision
vertex along the beam (z,,) and provide the interaction
trigger. In this run, helium bags, one for each arm, were

PACS numbers: 13.85.Qk, 13.20.Fc, 13.20.He, 25.75.Dw

placed in the space between the beam pipe and DC to
reduce multiple scattering and photon conversion.

Two data sets are used for the analysis: (1) the minimum
bias (MB) data set recorded by the BBC trigger, and (2) a
“photon” trigger (PH) data set triggered at level-1 requir-
ing a minimum energy deposit of 1.4 GeV in an over-
lapping tile of 4 X 4 EMCal towers in coincidence with
the BBC trigger. The PH trigger has =~ 100% efficiency for
high p; electrons above 2 GeV/c in the active trigger tiles.
The BBC trigger cross section is 23.0 = 2.2 mb. Since
only = 50% of inelastic p + p collisions satisfy the BBC
trigger condition, only a fraction of the inclusive electron
production events is triggered. This pr and process inde-
pendent fraction is determined to be €, = 0.79 = 0.02
from the yield ratio of high p; 7°’s with and without the
BBC trigger. After selection of good runs and a vertex cut
of |zy| < 20 cm, an integrated luminosity (£) of 45 nb™!
in the MB data set and 1.57 pb™! in the PH data set are
used for the analysis.

Charged particle tracks are reconstructed using DC
and PC1 and confirmed by a hit in the EMCal within 40
in position. The momentum resolution is o,/p = 0.7% &
0.9%p (GeV/c), and the momentum scale is calibrated
within 1% using the reconstructed mass of J/iy — e*e™.

Electron identification (eID) requires at least two asso-
ciated hits in the RICH, a shower shape cut in the EMCal,
and a cut in the ratio E/p where E is energy measured in
the EMCal. We require 0.7 < E/p < 1.3 for 0.8 < p; <
5 GeV/c. For lower pry, the minimum value of E/p de-
creases with decreasing py to 0.55 at p; = 0.3 GeV/c.
The E/p cut removes background electrons from photon
conversions and semileptonic decay of kaons (K —
ev(K,3;)) that occur far from the vertex, and most of the
remaining hadron background. The hadron contamination
after the E/p cut is 3% at p;y = 0.3 GeV/c and less than
1% for 0.8 < p;y <5 GeV/c with eID efficiency of ap-
proximately 90%.

For pr > 5 GeV/c, where pions also emit Cerenkov
photons in the RICH, tighter electron identification cuts
are applied. We require at least 5 associated hits in the
RICH, a tighter shower shape cut in the EMCal, and 0.8 <
E/p < 1.3. With these cuts, the electron measurement is
extended to 9 GeV/c in py. The elD efficiency of the
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tighter cuts is pr independent, and is determined to be 57%
of that for p; <5 GeV/c by applying the same tighter cuts
for p;r <5 GeV/c. With the tighter cuts, hadron contami-
nation is negligible for p; <7 GeV/c. For 7< p; <
8(8 < pr <9) GeV/c, a 20% (40%) hadron contamina-
tion is determined and subtracted using a Gaussian plus
exponential fit to E/p distribution.

The invariant cross section for electron production is
calculated using the following formula,

3
pP7_ L1 N L
dp L 27TpT ApTAy €rec €bias

where N, is the measured electron yield; €., calculated
using a full GEANT [7] simulation, includes the geometrical
acceptance, track reconstruction and eID efficiency, and
the smearing effect due to finite momentum resolution. For
the PH data set, €, also includes the PH trigger efficiency.
The cross sections from the MB and the PH data sets are
consistent with each other for the overlapped p; region.

The inclusive electron yield consists of three compo-
nents: (1) electrons from heavy-flavor decay, (2) ‘“pho-
tonic” background electrons from Dalitz decays of light
mesons and photon conversions primarily in the beam pipe,
and (3) “nonphotonic” background electrons from the
remaining K,; decays and dielectron decays of vector
mesons. The photonic background is much larger than
the nonphotonic background. We determined the spectrum
of electrons from heavy-flavor decay by subtracting the
background components from the inclusive spectrum using
the following two independent methods.

In the “cocktail subtraction’ method [3,4,8] a cocktail
of electron spectra from various background sources is
calculated using a Monte Carlo event generator of hadron
decays. The most important background is the 7° Dalitz
decay, so we use our measured 77° and 77~ spectra as input
to the generator. The spectral shapes of other light hadrons
h are obtained from the pion spectra by my scaling (p;y —

p7 + M; — MZ%). Within this approach the ratios h/ 7"

are constant at high p7. For the relative normalization, we
use the following ratios: %/7° = 0.48 =0.03 [9],
p?/m =1.0+03, o/7° =0.90 + 0.06 [10], 5'/7° =
0.40 = 0.12, ¢/7° =0.25 = 0.08. For pr>2 GeV/c,
contributions from 7 and all other hadrons combined are
approximately 20% and 10% of 7, respectively. Another
major background electron source is conversions of pho-
tons in the beam pipe [0.29% of a radiation length (X,)] as
well as in the air and the helium bags (0.1% X,). The
conversion electron spectrum is very similar to that of
Dalitz decays. Using a detailed GEANT simulation of the
PHENIX detector, the ratio of electrons from conversions
to Dalitz decays, Rcp, is determined to be 0.40 = 0.04 for
7, essentially p; independent. R¢p, is approximately half
of that in [4] since the helium bags eliminated most of the
conversions outside of the beam pipe. The conversion
spectra are calculated by scaling the Dalitz decay spectra

by Rcp, with small corrections to account for the species
dependence of the relative branching ratio of Dalitz decay
to photon decay [(h — eevy)/(h — 7yv)]. The internal and
external conversions of direct photons are also included in
the cocktail, using our measured direct photon spectrum
[11] as input. The direct photon contribution is comparable
to or greater than that from the 5 for p; >5 GeV/c.
Nonphotonic backgrounds are also included in the cock-
tail. Since the K,; background depends on the analysis
cuts, it is evaluated by a full GEANT simulation.

In the “‘converter subtraction’” method [12], we intro-
duce an additional photon converter (a thin brass sheet of
1.67% X,) around the beam pipe for part of the run. The
converter multiplies the photonic electron background by a
fixed factor, R, =~ 2.3, which is determined precisely via
GEANT simulation. R, is larger than in [12] since we have
less conversion material in the 2005 run. The photonic
background N} is determined as NJ =[N¢ — (1 —
e)NYC]/(R, — 1 + €), where N and NJC are electron
yield with and without the converter, respectively, and €
(2.1%) represents a small loss of electrons due to the
converter. The nonphotonic component is then determined
as N7 = NNC — N}, Small remaining nonphotonic
backgrounds, such as K,; and hadron contamination, are
subtracted.

These two methods are complementary to each other.
The converter method is more accurate, and it allows us to
extract a heavy-flavor signal down to py = 0.3 GeV/c
where the signal is only = 10% of inclusive electrons. In
addition, the measured photonic background N7 is used to
confirm and to calibrate the normalization of the calculated
cocktail yields. A drawback of the method is statistical
precision: the converter run contains only a small fraction
(=7% in the 2005 run) of the data. The cocktail method can
use the full statistics at high py, where the photonic back-
ground becomes a small fraction of inclusive electrons.

Systematic uncertainties are categorized into (a) inclu-
sive electron spectra, (b) cocktail subtraction, and (c) con-
verter subtraction. Category (a) is common to both analy-
ses, and includes the uncertainties in luminosity (9.6%),
geometrical acceptance (4%), elD efficiency (3%), and the
PH trigger efficiency (3% at the plateau). Uncertainties in
cocktail subtraction [category (b)] include the normaliza-
tion (8%) and p; dependent shape uncertainty (2% at py =
2 GeV/c, increasing to 6% at 9 GeV/c). In the converter
analysis [category (c)] the dominant uncertainties are in R,,
(2.7%) and in the relative acceptance in the converter and
the normal runs (1.0%). These uncertainties are propagated
into the uncertainties in the heavy-flavor electron yields
and added in quadrature.

Figure 1 shows the ratio of the measured N7 to the
cocktail calculation as a function of pz. The ratio is con-
sistent with unity within the uncertainties of the cocktail.
At high pr (>1.8 GeV/c¢), the ratio is 0.94 * 0.02* on
average. Since this is within the uncertainty of the cocktail

252002-4



PRL 97, 252002 (2006)

PHYSICAL REVIEW LETTERS

week ending
22 DECEMBER 2006

= 13
§ 12E Photonic electrons (measured/cocktail)
o E
8 Mg —
o E
3 1E §§§§1 I 1
5 g ot t
] 0.9 *
3 E
g 0.8;

0.7

E 1 1 1

0.6 1 L 1 ! 1

o
o
o
-
-
o
N
N
G
W

3.5 4 45
p; (GeVic)

FIG. 1 (color online). Ratio of photonic electrons measured by
the converter method to the cocktail calculation. Data from the
MB (PH) data set are shown below (above) 1.8 GeV/c. The
upper and lower curves show the systematic error of the cocktail.
Error bars are statistical only.

normalization, we rescale the cocktail yields by this factor.
This removes the 8% normalization uncertainty in the
cocktail.

In Fig. 2, filled circles (squares) show the ratio of non-
photonic electrons relative to photonic background deter-
mined by the converter (cocktail) method. The nonpho-
tonic electrons are dominantly heavy-flavor decay signals.
The remaining nonphotonic background contributions
have been calculated and are shown in Fig. 2. The two
methods are consistent with each other. The ratio mono-
tonically increases with increasing pr, becoming greater
than unity for p; > 2.4 GeV/c, and saturates at =3 for
pr>5 GeV/c. The large signal-to-background ratio is
due to the small amount of conversion material in the
spectrometer acceptance.

Figure 3(a) shows the invariant differential cross section
of electrons from heavy-flavor decays. All background has
been subtracted, including the nonphotonic components
shown in Fig. 2. The data from the two analysis methods

-
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FIG. 2 (color online). Ratio of nonphotonic electrons to pho-
tonic background. Error bars are statistical errors and the error
bands show the cocktail systematic errors. The solid, dashed,
dot-dashed, and dot curve are the remaining nonphotonic back-
grounds from K3, p — ee, w — ee, and hadron contamination,
respectively.

are combined: at low p; (py < 1.6 GeV/c) the converter
subtraction method on the MB data set is used; at inter-
mediate pr (1.6 < pp < 2.6 GeV/¢) the converter method
on the PH data set is used; and at high pry (pr>
2.6 GeV/c) the cocktail method on the PH data set is used.

The data are compared with a fixed-order-plus-next-to-
leading-log (FONLL) pQCD calculation [13,14]. The top
curve in Fig. 3 shows the central values of the FONLL
calculation. The contributions of charm and bottom are
also shown. For p; >4 GeV/c, the bottom contribution
becomes dominant. In Fig. 3(b), the ratio of the data to the
FONLL calculation is shown. The ratio is nearly pr inde-
pendent over the entire p; range. Fitting to a constant for
0.3 < pr <9.0 GeV/c yields a ratio of 1.71 * 0.02%% *
0.18%5. Similar ratios are observed in charm production at
high py at the Tevatron [2]. The upper limit of the FONLL
calculation is compatible with the data. Recently STAR
also reported nonphotonic electron production in p + p at
s =200 GeV [15].

The total charm cross section is derived by integrat-
ing the heavy-flavor electron cross section for pr >
0.4 GeV/c: do,(py>0.4)/dy = 5.95 £ 0.59%% =
2.0%% ub. The systematic error is obtained by integrating
the upper and lower systematic error limits of the differ-
ential cross sections, since the systematic errors are essen-
tially coherent. The cross section is then extrapolated to
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FIG. 3 (color online). (a) Invariant differential cross sections
of electrons from heavy-flavor decays. The error bars (bands)
represent the statistical (systematic) errors. The curves are the
FONLL calculations (see text). (b) Ratio of the data and the
FONLL calculation. The upper (lower) curve shows the theo-
retical upper (lower) limit of the FONLL calculation. In both
panels a 10% normalization uncertainty is not shown.
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pr = 0 using the spectrum shape predicted by FONLL:
do,(pr>0)/dy =10.9 = 1.13% = 3.1% ub. We have
assigned 10% to the systematic uncertainty of the extrapo-
lation, and have subtracted contribution from bottom and
bottom cascade decays (0.1 ub). We determine the charm
production cross section, do.;/dy = 123 * 125 +
37 ub, by using a ¢ — e total branching ratio of 9.5 =
1.0%, calculated using the following charmed hadron ra-
tios: D*/D°=0.45+0.1, D,/D°=0.25=*0.1, and
A./D° = 0.1 =£0.05. The rapidity distribution of elec-
trons is broader than that of D mesons due to decay
kinematics. A correction to this effect (7%) has been
applied. Using the rapidity distribution from HVQMNR
[16] with CTEQ5M [17] PDF, the total charm cross section
is determined to be o.; = 567 = 57 + 193%% yb. We
have assigned 15% systematic error to the extrapolation.
This result is compatible with our previous measurement
[4] (920 £ 150% = 540%Y wub) and the value derived from
Au + Au collisions [12] (622 = 575 + 160%Y ub per
NN collision). The FONLL cross section (2567190 ub) is
compatible with the data within its uncertainty. STAR has
reported a somewhat larger value in d + Au [5] (1.3 =
0.25 + 0.4% mb per NN collisions). Although the data
extend to high pr where the bottom contribution is ex-
pected to be dominant, the present analysis does not sepa-
rate charm and bottom contributions. The bottom cross
section predicted by FONLL is 1.87*527 ub, and the upper
FONLL curve is consistent with the data.

In conclusion, we have measured single electrons from
heavy-flavor decays in p + p collisions at /s = 200 GeV.
The new data reported here provide a crucial baseline for
the study of heavy quark production in hot and dense
matter created in Au + Au collisions. The agreement be-
tween the data and the FONLL pQCD calculation within
the theoretical and the experimental uncertainties suggests
that a reliable extraction of gluon polarization from heavy-
flavor production in polarized p + p collisions is
attainable.
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