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We present the first experimental demonstration of the maximum confidence measurement strategy for
quantum state discrimination. Applying this strategy to an arbitrary set of states assigns to each input state
a measurement outcome which, when realized, gives the highest possible confidence that the state was
indeed present. The theoretically optimal measurement for discriminating between three equiprobable
symmetric qubit states is implemented in a polarization-based free-space interferometer. The maximum
confidence in the measurement result is 2=3. This is the first explicit demonstration that an improvement
in the confidence over the optimal minimum error measurement is possible for linearly dependent states.
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There is no fundamental difficulty in extracting infor-
mation encoded in orthogonal quantum states, for example,
the horizontal and vertical polarization modes of a photon.
In principle, by projecting onto orthogonal states spanning
the Hilbert space, the state can be determined with cer-
tainty, with the number of possible measurement outcomes
equal to the number of input states. However, for a set of n
nonorthogonal states, it is no longer possible to write down
n positive operators each of which have a nonzero overlap
with only one state and which together form a complete
measurement. Therefore, the input state can never be de-
termined perfectly.

This intrinsic inability of any measurement to distin-
guish between nonorthogonal quantum states with cer-
tainty has led to the development of a suite of strategies
optimizing various figures of merit relating to this inevi-
table uncertainty [1]. The most straightforward criterion
for constructing a measurement of this type is to minimize
the probability of identifying the state incorrectly as a
result of measurement [2–4]. The optimal minimum error
measurement, however, is generally difficult to find, and is
known only for certain special cases. Some of these have
been implemented experimentally using the polarization of
light as a two-level system [5,6]. Alternatively, for linearly
independent states, one can design a measurement which
can determine the initial state without error, but an addi-
tional, inconclusive outcome is necessary which, when
obtained, gives limited or no information about the state
of the system [7–10].

Unambiguous discrimination between two pure states
has been demonstrated in both fiber and free-space optical
assemblies [11,12], using optical polarization. Unambigu-
ous discrimination has also been demonstrated between
both pure and mixed states in three dimensions using a
multirail interferometer to create a multilevel optical sys-
tem [13]. A further strategy, which maximizes the mutual

information shared by the transmitting and receiving par-
ties [14,15] has also been realized experimentally [6,16].

In this Letter, we present an experimental implementa-
tion of an optimal maximum confidence measurement.
This measurement maximizes our confidence in identify-
ing any given state in a set, i.e., when the measurement
outcome leads us to identify a particular state, the proba-
bility that this state was really present is maximized [17].
The experiment was performed for three equiprobable,
symmetric, linearly dependent input states, using optical
polarization as a two-level system and linear optical ele-
ments to create and manipulate the states.

It is possible to describe any physically realizable mea-
surement using a probability operator measure (POM [2],
or positive operator valued measure—POVM [18]) con-
sisting of elements f�̂ig with corresponding measurement
outcomes f!ig. These elements are required to be non-
negative and to form a complete set. For a system in state
�̂, each outcome !j is then obtained with probability
Tr��̂�̂j�. In the state discrimination problem, a measure-
ment is made to distinguish between a known set of states
f�̂ig, occurring with a priori probabilities fpig, and it is
usually assumed that outcome !j leads us to hypothesize
that the state of the system was �̂j. The probability that
state �̂j was indeed present can then be written using
Bayes’ Rule as

 P��̂jj!j� �
P��̂j�P�!jj�̂j�

P�!j�
�
pj Tr��̂j�̂j�

Tr��̂�̂j�
; (1)

where �̂ �
P
ipi�̂i. The maximum confidence measure-

ment maximizes this quantity for each given input state �̂j
and for pure states, j�ji, has POM elements given by
[17,19]:

 �̂ j / �̂�1�̂j�̂
�1: (2)
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It can be seen that within this strategy, as with unambig-
uous discrimination, we still have some freedom in how we
construct the measurement, manifested in the choice of the
constants of proportionality. An inconclusive outcome is
also sometimes needed to form a complete measurement.

The aim of our experiment was to demonstrate maxi-
mum confidence discrimination between the pure states
described by the kets:

 j�0i � cos�j0i � sin�j1i;

j�1i � cos�j0i � e2�i=3 sin�j1i;

j�2i � cos�j0i � e�2�i=3 sin�j1i;

(3)

where 0� � � � 45� and j0i, j1i are orthonormal basis
kets (in our implementation these correspond to right and
left circular polarization—jRi, jLi—respectively). We
chose to implement the maximum confidence measure-
ment for this set, described in [17], where the constants
of proportionality are chosen to minimize the proba-
bility of occurrence of the inconclusive result. This mea-
surement is described by the POM with elements f�̂i �

�3cos2���1j�iih�ij; �̂? � �1� tan2��j0ih0jg where

 j�0i � sin�j0i � cos�j1i;

j�1i � sin�j0i � e2�i=3 cos�j1i;

j�2i � sin�j0i � e�2�i=3 cos�j1i

(4)

and �̂? corresponds to the inconclusive result. For these
POM elements, the confidence that the input state really
was j�ii when outcome !i is obtained is 2=3.

Our experimental apparatus consisted of three principal
sections—the light source, followed by preparation of the
input state, and finally the measurement—as shown in
Fig. 1. The source was a cw 810 nm laser diode with a
FWHM bandwidth of 0.88 nm. This was coupled into a
single mode fiber to act as a spatial filter, the output of
which was collimated using an aspheric lens. The beam
was initially sent through a half wave plate (HWP1) fol-
lowed by a polarizing beam splitter (PBS1) to provide
clean horizontal input polarization and to act as a variable
attenuator. All the PBSs transmitted horizontally polarized
light (jHi) and reflected vertical polarization (jVi), and all
the wave plates were zero-order.

For state preparation, HWP2 was oriented at �=2� 45�,
and HWP3 at��=4, where� � 0, 120�,�120� for j�0i,
j�1i, and j�2i, respectively. QWP1 was oriented at �45�

for all input states. Wave plate angle conventions were as in
[6].

The state discrimination section performs the maximum
confidence measurement outlined above, described by the
POM f�̂0; �̂1; �̂2; �̂?g, on each of the input states in turn.
The vacuum input to the interferometer provides an addi-
tional two orthogonal field modes, thus giving the four
orthogonal modes needed in order to realize a four-

outcome measurement [18,20]. Our experimental design
groups together the four outputs in pairs so that two or-
thogonal modes in one output arm of the interferometer
correspond to the inconclusive result and the result !0,
while two in the other arm correspond to results!1 and!2.
The appropriate unitary transformations, effected by
HWP7 and QWP3, ensure that these modes can then be
separated by means of PBS4 and PBS5. All four outcomes
of the measurement can therefore be accessed, and are
monitored by photodetectors PD0-2 and PD?. Full details
of the experimental design are straightforward but lengthy,
and will be discussed elsewhere.

The interferometer was aligned in a Mach-Zehnder con-
figuration by setting the input polarization to 45� and both
HWP5 and HWP6 to 0�. The angle of M2 and position of
M1 were adjusted to optimize the interference fringes in
the two output ports. Mirror M1 was mounted on a preci-
sion translation stage, allowing the relative phase between
the arms of the interferometer to be accurately varied.
Altering the position of this mirror obviously changed
the overlap of the recombining beams at PBS3; however,
it was ascertained that the phase could be adjusted over a
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FIG. 1. Experimental apparatus. LD � Laser diode, SMF �
single mode fiber, PBS1–5 � polarizing beam splitters,
HWP1–7 � zero-order half wave plates, QWP1–3 � zero-
order quarter wave plates, PD0–2, PD? � amplified photo-
diodes.
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range greater than 2� radians without affecting the quality
of the interference fringes. This was monitored using the
output voltages from detectors PD0 and PD? with HWP7
set to rotate the polarization by 45� back to the jHijVi
basis. The visibility of the interference was always greater
than 99% after alignment. The interferometer was encased
in a box to achieve phase stability for at least 10 minutes.
The phase could be controlled from outside the box, min-
imizing any disturbance to the interferometer.

The photodetectors used were amplified photodiodes
(Thorlabs PDA520-EC) whose linearity and relative cali-
bration were measured over the relevant range of incident
power to be within 0.1% and 2.5%, respectively. The output
voltages of the four photodetectors were displayed and
recorded using a digital oscilloscope (LeCroy Wavepro
7100). HWP1 was rotated to attenuate the power in the
transmitted arm of PBS1 to keep the photodetectors within
their linear response range. All the wave plates used were
calibrated to within 0.1� and were measured to have ex-
tinction ratios of better than 1:2000. The wave plates were
held in precision mounts that allowed the angles of the
optic axes to be set to within 0.1� with a repeatability of
0.1�. The extinction ratios of the beam splitters were
measured to be around 1:200.

The maximum confidence measurements were per-
formed for ten values of the parameter �, ranging from

0� to 45� in 5� steps. At each value of �, the optic axes of
the wave plates in the measurement section were first set to
the appropriate orientations. For HWP4-7, these are given
in Table I. QWP2 and QWP3 were both oriented at 45� for
all �. Because of the symmetry of the measurement, for
each given input state, two of the outputs theoretically have
the same probability of occurrence; this was utilized to set
the phase of the interferometer. With the input in state
j�1i, the phase was set by adjusting the position of M1
to minimize the difference between the outputs at detectors
PD0 and PD2. Once set, it was possible to cycle quickly
through the three input states by rotating HWP3. The need
to move only one wave plate, coupled with the long-term
stability of the interferometer, ensured phase stability be-
tween the three measurements for each value of �. The
output voltages were recorded for 10 seconds and averaged
to give each data point. For each input state, the voltages
were normalized by dividing by the total voltage at all the
detectors, giving the probability that input state j�ii results
in outcome !j.

The normalized voltage measured at each detector is
shown in Fig. 2. Modeling of errors in different compo-
nents showed that the largest influences are the nonideal
properties of PBS2 and PBS3. Figure 2 shows the predic-
tions of the ideal theory and a nonideal model in which
0.5% of the incident light at PBS2 and PBS3 leaks into the
‘‘wrong’’ output port (consistent with the properties of the
PBSs). The phase difference between the desired output
and the erroneous component was left as a parameter in our
model. The best agreement with the results was obtained
when the transmission and reflection coefficients for these
PBSs were all real. The small residual differences may be
due to second order effects (wave plate errors and inaccur-
acies in the phase of the interferometer) and to the imper-
fect purity of the input states [21].

From these data, we can calculate the confidence figure
of merit—the probability that when the measurement re-
sult leads us to identify state j�ii, that state was indeed
present. A voltage at detector PDi, i � 0, 1, 2 indicates that
the input state was j�ii. Thus if the normalized voltage at
PD0, when the input state was j�ii, is denoted V�i�0 , the

TABLE I. Table showing the angle of the fast axes of HWP4-7
to the horizontal for each value of �.

� HWP4 HWP5 HWP6 HWP7

0 0 27.4 0 0
5 1.3 27.4 1.8 2.2

10 2.6 27.5 3.6 4.4
15 4.0 27.8 5.4 6.9
20 5.7 28.1 7.3 9.7
25 7.7 28.7 9.3 12.9
30 10.2 29.6 11.4 17.0
35 13.5 31.2 13.6 22.2
40 17.6 34.2 15.7 29.3
45 22.5 45 17.6 45
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FIG. 2 (color online). Experimental results alongside the theoretical predictions without error (dashed lines) and with nonideal
beamsplitters PBS2 and PBS3 (solid lines), as a function of �, for each of the input states j�0i, j�1i, j�2i (l-r). Points show the
normalized voltage at each detector, with triangles, squares, circles, diamonds corresponding to PD0, PD?, PD1, PD2, respectively.
Experimental errors in the measured voltages are smaller than the size of the data points.
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probability that a voltage at PD0 really was due to input
state j�0i may be expressed in the form

 P��0j!0� �
V�0�0 ���

V�0�0 ��� � V
�1�
0 ��� � V

�2�
0 ���

: (5)

Similar expressions may be constructed for state j�1i,
j�2i, all of which theoretically should be equal to 2=3.

Our results for this figure of merit are shown in Fig. 3
alongside the ideal and nonideal theory. The range of the
nonideal theory plots corresponds to the values of the PBS
phase for which the nonideal theory shows good agreement
with the data in Fig. 2. We can see from Fig. 3 that the
confidence measure is close to optimal for values of � >
15�, but, as expected, this starts to drop as the angle
between the three input states becomes small. However,
the advantage of the maximum confidence measurement
strategy over that of minimum error is clear for states with
� < 35�. The dashed line in Fig. 3 shows the confidence
figure of merit for the optimal minimum error strategy; the
values of the confidence calculated from our data are
consistently greater for 10� � � � 30�.

Although the measurement was performed using an
attenuated coherent source, rather than single photons,
because the outcomes are given simply by the outputs of
single detectors, they depend only on the second order
correlation functions of the inputs. Therefore, the results
would not differ were the experiment to be repeated using a
true single photon source and photon counting detectors,
such as silicon avalanche photodiodes. The low noise
characteristics of these units would allow an exact dupli-
cation of the results presented herein.

In conclusion, we have demonstrated an experimental
implementation of a maximum confidence measurement
strategy for discriminating between three nonorthogonal
polarization states of light. The results of the experiment
show a clear improvement in the confidence figure of merit
over the optimal minimum error measurement for the same
states.
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FIG. 3 (color online). Experimental and theoretical values for
the confidence figure of merit, and the confidence achieved by
the optimal minimum error measurement (dashed line).
Diamonds, squares, triangles show the proportion of the voltage
at detector PDi, i � 0, 1, 2, respectively, due to input state j�ii,
i.e., the confidence that a voltage in PDi indicates that the input
state was j�ii. Shaded regions show the range of values con-
sistent with the nonideal model, while the ideal theoretical value
of 2=3 is also shown (dotted line).
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