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One way to specify a model of quantum computing is to give a set of control Hamiltonians acting on a
quantum state space whose initial state and final measurement are specified in terms of the Hamiltonians.
We formalize such models and show that they can be simulated classically in a time polynomial in the
dimension of the Lie algebra generated by the Hamiltonians and logarithmic in the dimension of the state
space. This leads to a definition of Lie-algebraic ‘‘generalized mean-field Hamiltonians.’’ We show that
they are efficiently (exactly) solvable. Our results generalize the known weakness of fermionic linear
optics computation and give conditions on control needed to exploit the full power of quantum computing.
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To solve a given problem, such as determining the
ground state (GS) energy of a quantum system with arbi-
trary precision, various strategies can be considered. Each
strategy is described by a sequence of elementary instruc-
tions defining an algorithm, of classical or quantum nature,
and uses a particular model of computation (an abstract
counterpart to a particular type of computer). Although it is
widely believed that quantum computers are more power-
ful than classical computers, there are two situations where
quantum computations have been shown to be efficiently
simulatable by classical means: one is when only limited
entanglement is used [1,2], and the other is when the set of
gates or the quantum control used is far from universal.
The latter situation includes fermionic linear optical [3,4]
and Clifford group computing [5]. In general, it is desirable
to determine conditions on the computational state space
and the implementable operations that are needed to make
available the full power of quantum computing. Such con-
ditions can guide the choice of devices for realizing quan-
tum computers and help to recognize quantum algorithms
that are efficiently classically simulatable.

Here we consider models of quantum computing based
on continuous control. The standard model of quantum
computing (SQC) is equivalent to one such model. By
focusing on the Lie algebra generated by the controllable
Hamiltonians, we obtain the model of Lie-algebraic quan-
tum computing (LQC). This model allows us to distinguish
between the algebraic properties of the available control,
which are independent of the physical realization, and the
state space that is being acted on. The physical motivation
for LQC is that Lie algebras are a natural way to represent
restrictions on the dynamics of quantum devices that are
used to implement computations. Thus they provide a
theoretical tool for evaluating proposals for quantum com-
puters based on particular physical systems and can be
used to provide necessary conditions for achieving the
full power of quantum computing.

Because LQC initial states are GSs of controllable
Hamiltonians [6,7], LQC lets us derive a sufficient crite-
rion for the efficient (or exact) solvability of Hamiltonians
(determination of an arbitrarily chosen eigenvalue and
eigenvector). We prove that quantum models with gener-
alized mean-field Hamiltonians (GMFHs) [8] are effi-
ciently solvable and do not provide a stronger-than-
classical model of computing. In particular, a quantum
computing device whose gates are generated by GMFHs
can be efficiently classically simulated.

Ignoring precision, SQC can be specified as the model of
computing whose control Hamiltonians include the Pauli
matrices and products of Pauli matrices on two qubits. A
computation begins with N qubits in the state j0 � � � 0i,
which is the GS of�

P
i�

z
i , where �zi acts on the ith qubit.

It continues by applying a sequence of unitary gates e�iH,
where H is a control Hamiltonian. The last step is a
measurement, say, of �z1, where it is sufficient to learn its
expectation with constant precision independent of N or
the length of the computation. As Feynman observed [9]
for quantum physics simulations, the obvious strategy for
classically simulating SQC is inefficient. Exponential re-
sources are required to represent states of N qubits, and
explicitly evolving them is costly. This inefficiency is
witnessed by the exponential size of the algebra su�2N�
generated by the control Hamiltonians.

In general, an LQC computation involves a Lie algebra ĥ
of control Hamiltonians acting on a Hilbert space H ,
where the initial state is a GS of a control Hamiltonian
and the final measurement is an expectation of either a
control Hamiltonian or a unitary operator in the group
generated by ĥ. We show (Theorem 3 below) that an LQC
computation can be simulated efficiently in the dimension
of ĥ and the logarithm of the dimension of H , a significant
improvement over the obvious strategy whose complexity
must be at least linear in the dimension of H due to the
need for explicitly representing states. Furthermore, the
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precision with which the final measurement can be simu-
lated is also exponential, whereas a physical realization can
only obtain polynomial precision.

Our results imply that the power of SQC depends on the
exponential dimension of su�2N�. From this point of view,
the size of the Hilbert space is incidental. Nevertheless, one
can consider the features of the computationally accessible
states in H that result in efficient classical simulations of
LQC computations. The initial state of an LQC computa-
tion is a ‘‘generalized coherent state’’ (GCS) [10]. Such
states may be identified with generalized unentangled
states [6,7] of the system. In fact, generalized entanglement
plays a decisive role in our analysis, and our result can be
viewed as confirmation that generalized entanglement is
required for exploiting the advantages of quantum
computation.

Important special cases of LQC are fermionic linear op-
tical and matchgate computing, which were previously
known to be efficiently classically simulatable [3,11,12].
Their Lie algebras are so�2N� and so�2N � 1�, repre-
sented on fermionic modes. The classical simulation algo-
rithms for fermionic linear optics are based on combina-
torics [3] or Wick’s theorem [11]. Our simulations of LQC
computations are much more general and applicable to all
compact Lie algebras, including the exceptional ones, and
any finite-dimensional representation or physical realiza-
tion [13,14]. In particular, the classical Lie algebras su�D�,
so�D�, sp�D�, and their sums can be simulated. For ex-
ample, consider ensemble quantum computers [15] con-
sisting of a large number K of D-dimensional subsystems
such as the nuclear spins of identical molecules. The con-
trol Hamiltonians and weakly measurable operators are in
su�D�, expressible as sums of identical operators acting on
each subsystem. In view of the fact that state preparation
can often be used to turn a computationally weak into a
powerful system [16], one might hope that by starting with
a special not necessarily symmetric state of the ensemble,
one could greatly enhance the power of the system. Our
results imply that if this state is a GS of a typical control
Hamiltonian (one without GS degeneracies in irreducible
representations), the power can increase at most polyno-
mially in K. Note that the preparation of other states
requires interactions involving operators not in su�D�.

The efficient classical simulatability of LQC computa-
tions is related to the Gottesman-Knill theorem [5,17],
according to which Clifford group computations are effi-
ciently classically simulatable, and similar results on bo-
sonic linear optical quantum computing with homodyne
measurements [4,18]. Like LQC, both models of comput-
ing are defined by the set of allowed operations and com-
patible measurements acting on a special initial state. In
both cases, the proofs of simulatability involved showing
that the set of accessible states is small in either number or
dimension. Our results show that such results may depend
less on the particular state space used than on the algebraic
properties of the allowed operations.

An algorithm is efficient if the resources required to
solve problem instances of size, or specification complex-
ity (SC), N are polynomial in N [poly(N)]. The relevant
resources are time and space. We want to determine the
output of a given LQC computation using an efficient
classical algorithm. The problem specification includes
the information needed to ‘‘run’’ the LQC computation.
The SC includes the size in bits of the information and the
expected resources required. The latter is included to en-
able the comparison of models of computing. The specifi-
cation of an LQC computation contains a description of a
Lie algebra ĥ, the state space it acts on, the initial state, the
sequence of evolutions to be performed, and the final
measurement and its precision. In the following we use
basic results of Lie theory; see [13,19,20]. We assume ĥ is
an M-dimensional Lie algebra of skew-Hermitian opera-
tors acting on a finite-dimensional Hilbert space H , with
Lie bracket �X̂; Ŷ� :� X̂ Ŷ�Ŷ X̂ . Without loss of general-
ity, the action is irreducible. The control Hamiltonians are
operators in

�������
�1
p

ĥ 	 iĥ. The initial state is the unique GS
of a given L̂2 iĥ, written as jlwi (lw stands for ‘‘lowest
weight’’). Gates are of the form eX̂ for X̂2 ĥ. Final mea-
surements yield hŴi for Ŵ 2 iĥ or jhŴij for Ŵ 2 eĥ with
specified precision.

To specify ĥ, H , and jlwi we use a Cartan-Weyl (CW)
basis [13]. Such a basis consists of l lowering (raising)
operators ê��j (ê��j 	 ê�y�j ) of Cĥ (the complex linear com-
binations of operators in ĥ) and r generators ĥk of a Cartan
subalgebra (CSA, maximal set of commuting Hermitian
operators) of iĥ with roots �j � ��1

j ; . . . ; �rj� 2 Rr. The
dimension of ĥ satisfiesM � 2l� r. We can assume that L̂
is in the CSA and has the property that �L̂; e��j� � cje��j
with cj > 0. The weights of jlwi are defined by ĥkjlwi �
w�ĥk�jlwi and are integral. The lowering operators anni-
hilate jlwi, and the raising operators map jlwi to eigen-
states of L̂ with higher eigenvalues. According to the basic
theory of Lie algebras, ĥ, H , and jlwi are completely
determined by the abstract CW basis, the structure con-
stants (which express the commutators of CW basis ele-
ments in terms of the CW basis), and the weights. Further-
more, by appropriate choice of basis, the structure con-
stants and weights have bit complexity polynomial in M
and log maxk�jw�ĥk�j�. The latter is bounded above by a
constant plus log�d�, with d the dimension of H . The SC
of h and jlwi is the total bit complexity of the structure
constants and weights. One can also consider the situation
where h is given in terms of an arbitrary basis and its struc-
ture constants. Since there are algorithms for finding a
suitable CW basis, we do not explicitly consider this case.

The basic gates of an LQC computation are unitaries etX̂,
with X̂ � iĥk or X̂ �

�������

1
p

�ê��j � ê
�
�j�. The SC of a gate is

the number of bits b necessary to represent t and the choice
of gate. The time resource required by a gate is jtj, which
we add to the SC. More generally, gates can be any eĤ with
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Ĥ 2 ĥ. The SC of such a gate is that of Ĥ. As for any
operator in the Lie algebra, this is the number of bits used
to express its coefficients in the CW basis. The time
resource required by the gate is the sum of the absolute
values of the coefficients of Ĥ in the CW basis, and this is
also added to the SC of the generalized gate. An LQC
computation includes a sequence of gates; its SC is the sum
of the SCs of the gates.

The final step of an LQC computation is the measure-
ment. If the measurement is of Â 2 Cĥ, the SC is that of Â.
If it is of V̂ � eÂ 2 eCĥ, the SC is the same as that of V̂
used as a gate. We do not include the desired precision � in
specification of the computation, but make it a separate
part of the problem. A physical realization of an LQC
computation normally requires a resource overhead of
the order of 1=

���
�
p

because the desired precision is obtained
by independent repetitions of measurements of an observ-
able. Our simulations achieve b bits of precision with a
poly(b) overhead, with b � 1=�. Note that SQC aug-
mented with the hypothetical ability to determine expec-
tation values with b bits of precision using poly(b)
resources can efficiently solve problems in #P, the class
associated with counting the number of solutions to NP-
complete problems [21]. This implies that our simulations
of LQC computations are more powerful than their direct
quantum physical realizations.

The first problem encountered when trying to simulate
an LQC computation is that d may be exponentially large.
The key idea behind our results is that whenM � dim�h� is
small, small dimensional faithful representations of ĥ can
be used for the purposes of simulation. We use the adjoint
representation by (M�M) matrices. To distinguish the
different versions of ĥ we use h for the abstract Lie algebra
represented by ĥ in H and �h for its adjoint representation.
Objects related to the Lie algebra are similarly distin-
guished, so that for A 2 h, Â ( �A) is a member of ĥ ( �h).

The main problem is then to relate the effects of a
simulation in the adjoint representation to the desired
effects in H ; representation theory enables us to do this
efficiently by calculating in the weight space. Our first two
results show how to do this for computing the expectation
of an operator in Cĥ with respect to a specified mixture of
GCSs. For details of proofs not given here see [22,23].

Theorem 1 Let � �
P
spse

Âs jlwihlwje�Âs with Âs 2 ĥ
and Ŵ 2 Cĥ. Then hŴi � Tr�Ŵ�� can be classically
computed to precision � in time polynomial in log�1=��
and the sum of the SCs of h, jlwi, W, As and ps.

Proof (outline).—Define Ŵs � e�ÂsŴeÂs . Using the
adjoint representation, expand it in the CW basis. Since
ê��j jlwi � 0, we have hŴi �

P
sps

Pr
k�1 u

s
kw�ĥk�, with

usk 2 C given by the matrix projection of �Ws onto �hk. �

The next result determines the expectation of eĤ and
may be viewed as an algebraic analogue of the quantum
field-theoretic problem of computing ‘‘vacuum-to-vacuum
transition probabilities,’’ where jlwi is the vacuum.

Theorem 2 Let � be as in Theorem 1 and Ŵ � eĤ, with
Ĥ 2 Cĥ. Then hŴi � Tr�Ŵ�� can be classically com-
puted to precision � in time polynomial in log�1=�� and
the sum of the SCs of h, jlwi, W, As, and ps.

Proof (outline).—Define �̂ � jlwihlwj, Ŵs �

e�ÂsŴeÂs , and Ôs;s0 � �̂Ŵs�̂Ŵys0�̂. Then jhŴij2 �
P
s;s0psps0 TrÔs;s0 . The operator Ôs;s0 is proportional to �̂

and its trace is the constant of proportionality. We can
express �̂ as a limit of operators in eCĥ. Redefine L̂ �
Pr
k�1 w�ĥk�ĥk and define ! by L̂jlwi � !jlwi. Then
h jL̂j i>! for j i � jlwi, so �̂ � limt!1e

t!e�tL̂ [6].
Because the eigenvalues of L̂ are integral, convergence is
exponentially fast in t. Let Ê�t� �

P
s;s0psps0e

3!t�

e�tL̂Ŵse�tL̂Ŵ
y
s0e
�tL̂, which converges to

P
s;s0psps0Ôs;s0

as t! 1. For a given t, we can compute �E�t� by comput-
ing exponentials and multiplying matrices in the adjoint
representation. Observe that the maximum eigenvalue ��t�
of Ê�t� converges exponentially fast to jhŴij2. To compute
��t� we first determine �Q�t� 2 i �h such that �E�t� � e �Q�t�

and Ê�t� � eQ̂�t�. The maximum eigenvalue q�t� of Q̂�t�
can be obtained by unitary transformation to the CSA via
an efficient diagonalization procedure for �Q�t� (e.g., [24])
and analyzing the structure of roots and their relationship
to the representation ĥ. We then obtain ��t� � eq�t�. The
necessary classical computations can be realized effi-
ciently in the SCs and the number of digits of precision
of ��t�. �

Theorem 3 The output of the final measurement of an
LQC computation can be computed classically with preci-
sion � in time polynomial in its SC and log�1=��.

Proof.— Let the sequence of gates of the LQC compu-
tation be eÂ1 ; . . . ; eÂt , with Âm 2 ĥ. The final state before
the measurement is j�i � Ûjlwi with Û �

Qt
m�1 e

Âm . Let
Ŵ be the operator whose expectation is measured. Then
hŴi � hlwjÛyŴ Û jlwi, and the desired output is either
hŴi if Ŵ 2 Cĥ, or jhŴij if Ŵ 2 eCĥ. The algorithms in the
proofs of Theorems 1 and 2 can be used. It suffices to
compute �U in the adjoint representation using matrix expo-
nentiation and multiplication and use �U in place of e �As . �

An application of Theorem 3 is to representations of
so�2N � 1� of dimension M � N�2N � 1�. One is gener-
ated by fcyi ; ci; c

y
i cj; c

y
i c
y
j ; cicjg, where ci and cyi are the

annihilation and creation operators for spinless fermions
on N modes. The dimension of H is d � 2N , which is
exponential in M. Other interesting representations for
which classical simulations are not obvious are obtained
via Jordan-Wigner mappings [14]. For example, con-
sider a computation that applies gates that are exponentials
of ĤI �

PN
i�1�gx�

x
i�

x
i�1 � gy�

y
i�

y
i�1 � �

z
i � � b�

x
1 2

so�2N � 1� to qubits initially in the state j0 � � � 0i, and
then measures the expectation of ĤI or its exponential.
This expectation can be computed classically in time poly-
nomial in N and the number of digits of precision.
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The algorithms above can be used to analyze certain
physical models. We use the term GMFH [8] for
Hamiltonians ĤMF 2 iĥ, where ĥ is any one of a family
of M-dimensional Lie algebras acting on d-dimensional
Hilbert spaces with M at most polylog(d). A GMFH must
be specified in terms of a basis of h that can be efficiently
transformed to a CW basis. ĤI above is an example. We
say a Hamiltonian Ĥ acting on H can be efficiently
(exactly) solved when an arbitrarily chosen eigenvalue of
Ĥ, and an appropriate description of the corresponding
eigenstate, can be obtained and represented to precision �
by means of a classical algorithm efficient in log�d� and
1=�. This definition, motivated by complexity theory,
yields a sufficient criterion for exact solvability.

Theorem 4 GMFHs can be efficiently (exactly) solved.
Proof.—Let ĤMF be given in a CW basis. We show that

to solve ĤMF it suffices to diagonalize it according to
ĤD � ÛĤMFÛ

y �
Pr
k�1 "kĥk, with "k 2 R and Û 2 eĥ

unitary. The eigenvalues of ĤMF are those of ĤD, and its
eigenspaces are those of ĤD transformed by Ûy, described
by a sequence of LQC gates. The eigenspaces of ĤD are
those of ĥk (weight states), obtained from jlwi by applying
raising operators:

Ql
j�1�ê

�
�j�

nj jlwi. The eigenvalues are

��ĤD� �
P
k"k��ĥk�, with ��ĥk� � w�ĥk� �

P
jnj�

k
j de-

fining the corresponding weights, and nj  0 integers. To
efficiently diagonalize ĤMF and obtain Û, we apply a gen-
eralization of the Jacobi method [24,25] to �HMF. It yields
an exponentially converging diagonalization and an ex-
pression for Û as a product of unitaries Ûj�x� �

e�xê
�
�j
�x�ê��j � 2 eĥ. �

Theorem 4 encompasses the solution of ĤI via a non-
linear Bogoliubov transformation [26] and of other
GMFHs solved by standard linear ones, but it is much
more general since it is applicable to any representation
of any compact Lie algebra, for most of which no
Bogoliubov transformation is known.

Corollary 1 Let j�i be the GS of a GMFH. Then j�i
can be prepared efficiently on a quantum computer if jlwi
can.

Proof.—According to Theorem 4, the GS of ĤMF (to
precision �) can be obtained by applying polylog�d� �
poly�1=�� gates of the form Ûj�x� to the state jlwi. �

Our results cast light on why quantum computation may
be more powerful than classical. In general, the poly(N)
generators of the gates of a quantum computation can
generate an exponential-dimensional Lie algebra acting
on an exponentially large space, as in SQC, where single-
and two-qubit interactions generate the (22N � 1)-
dimensional algebra su�2N�. By contrast, when the gate
generators induce a poly(N)-dimensional Lie algebra, a
computation with such gates and compatible state prepa-
rations and measurements can be efficiently classically
simulated by working in a low-dimensional faithful repre-
sentation of the algebra. Is LQC with von Neumann mea-

surements and feedforward control efficiently classically
simulatable? Can a general Lie-theoretic approach unify
our results with ones on Clifford-like groups (using Lie
algebras over finite fields) and bosonic computation (using
nonsemisimple Lie algebras)? What other algebraically
constrained models of quantum computation are efficiently
classically simulatable? Such structures may underlie the
efficient solvability of classes of many-body Hamiltonians
beyond GMFHs, such as those solvable via a Bethe ansatz.

We thank L. Viola and L. Gurvits for discussions and
pointing out [25], and the U.S. DOE and NSA for support.
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