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A Mach-Zehnder interferometer with spatial and spectral resolution was used to probe spontaneous
coherence in cold exciton gases, which are implemented experimentally in the ring of indirect excitons in
coupled quantum wells. A strong enhancement of the exciton coherence length is observed at tempera-
tures below a few Kelvin. The increase of the coherence length is correlated with the macroscopic spatial
ordering of excitons. The coherence length at the lowest temperature corresponds to a very narrow spread
of the exciton momentum distribution, much smaller than that for a classical exciton gas.
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Coherence of excitons in quantum wells attracts consid-
erable interest. It has been intensively studied by four-
wave-mixing [1], coherent control [2], and interferometric
and speckle analysis of resonant Rayleigh scattering [3–5].
In all these experiments, exciton coherence was induced by
a resonant laser excitation and was lost within a few pico
seconds (ps) after the excitation pulse due to exciton-
exciton and exciton-phonon collisions and due to inhomo-
geneous broadening by disorder.

Another fundamentally interesting type of coherence is
spontaneous coherence (not driven by the laser excitation).
Studies of spontaneous coherence of excitons require im-
plementation of cold exciton gases, see below. This can be
achieved with indirect excitons in coupled quantum wells
(CQW) [6]. Taking advantage of their long lifetime and
high cooling rate, one can realize a gas of indirect excitons
with temperature well below 1 K and density in excess of
1010 cm�2 [6]. For comparison, the crossover from classi-
cal to quantum gas occurs at TdB � 2�@2n=�mgkB� and
TdB � 3 K for the exciton density per spin state n=g �
1010 cm�2 (exciton mass m � 0:22m0, and spin degener-
acy g � 4 for the GaAs=AlGaAs QWs [6]). Note that at
this density, na2

B � 0:1 and, therefore, excitons are inter-
acting hydrogenlike Bose particles [7] (aB � 20 nm is the
exciton Bohr radius [8]).

Spontaneous coherence can be experimentally studied
using nonresonant laser excitation so that coherence is not
driven by the laser. However, nonresonant excitation may
lead to strong heating of the excitons in the excitation spot
[9]. Therefore, in this Letter, we study coherence in the
external exciton rings [10], which form far away from the
excitation spot [Fig. 1(c)], at the border between the elec-
tron- and hole-rich regions [11,12]. The external ring of
indirect excitons in CQW is the region where the exciton
gas is cold: The excitons in the ring are formed from well-
thermalized carriers, and their temperature essentially
reaches that of the lattice. The cold exciton gas in the
external ring can form a macroscopically ordered exciton
state (MOES)—an array of beads with spatial order on a

macroscopic length [10]. The MOES appears abruptly
along the ring at T below a few Kelvin.

In this Letter, we report on emergence of spontaneous
coherence of excitons at low temperatures. The exciton
coherence length increases strongly below a few Kelvin, in
concert with the macroscopic spatial ordering of excitons.
At the lowest T, the measured coherence length corre-
sponds to a very narrow spread of exciton momentum dis-
tribution, much smaller than that for a classical exciton gas.

Spontaneous coherence of excitons translates into co-
herence of the emitted light [13–16]. To probe it, several
optical experimental techniques have been proposed: a
second-order optical response [13], a Hanbury Brown–
Twiss interferometry [14,15], and a speckle analysis at
off-resonant excitation [16]. Our technique is based on

FIG. 1. (a) The CQW band diagram. (b) Scheme of MZ
interferometer with spatial and spectral resolution. (c) The pat-
tern of indirect exciton PL. The area of view is 280� 250 �m.
Spectra for the left (d), right (f), and both (e) arms of the MZ
interferometer. The light was selected from the center of the
arrow-marked MOES bead. The length of view (vertical axis) is
25 �m. T � 1:6 K, Vg � 1:24 V, D � 25 �m, �l � 4:2 mm,
and Pex � 0:7 mW for all the data.
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measuring the first-order coherence function of the electric
field E�t; r� of the light emitted by excitons. This quantity
is defined by [17,18]

 g�t; r� � hE�t0 � t; r0 � r�E�t0; r0�i=hE2�t0; r0�i: (1)

(local ergodicity in space and time is assumed). The linear
technique allows us to work with the low level optical
signals of the spatially resolved photoluminescence (PL).

Our experimental setup [Fig. 1(b)] is a variant of Mach-
Zehnder (MZ) interferometry with new ingredients. First,
we added spatial resolution by collecting the light only
from a selected area of size D=M1 � 2–10 �m in the
middle of a MOES bead. This was done by placing a
pinhole of diameter D � 10–50 �m at the intermediate
image plane of magnification M1 � 5. Second, we added
the frequency resolution by dispersing the output of the
MZ interferometer with a grating spectrometer. (The image
was further magnified by the factor M2 � 2 after the pin-
hole.) The output of the spectrometer was imaged by a
nitrogen cooled CCD. The MZ delay length �l was con-
trolled by a piezo-mechanical translation stage. The PL
pattern of the indirect excitons [Fig. 1(c)] was also imaged
with the pinhole removed and the image filtered at the
indirect exciton energy (dashed path in Fig. 1(b)]. The
excitation was supplied by HeNe laser at 633 nm (the laser
excitation spot with FWHM 7 �m is in the center of the
exciton ring. The excitation was 400 meV above the indi-
rect exciton energy and well separated in space; therefore,
no laser-driven coherence was possible in the experiment.
The CQW structure with two 8 nm GaAs QWs separated
by a 4 nm Al0:33Ga0:67As barrier was grown by MBE. For
the applied external gate voltage Vg � 1:2 V, the ground
state is an indirect exciton with a lifetime �rec � 40 ns
(details on the CQW structures can be found in [6]).

An example of the measured interference pattern is
shown in Fig. 1(e). The light was collected from the center
of a bead shown in Fig. 1(c) by the arrow. (While all
interference profiles in the Letter refer to this spot, similar
profiles were measured from other spots on the ring.) The
modulation period �� of the CCD signal I was deduced
from the locations of the satellite peaks of Fourier trans-
form of I, Fig. 2(a). It was found to obey the expected
dependence �� � �2=�l (see Fig. 2(b) and below). To
quantify the amplitude of the modulations, we computed
their visibility factor V � �Imax � Imin�=�Imax � Imin� us-
ing a method based on the Fourier analysis [Eq. (3)]. The
visibility factor was examined for a set of �l and T.

The main experimental result is presented in Fig. 3(c):
Visibility of the interference fringes sharply increases at
temperatures below a few Kelvin. This contrasts with the
T-independent V of the direct exciton emission measured
at the excitation spot center at T � 2–10 K.

Let us proceed to the data analysis. Recall that for a
classical source with a Lorentzian emission lineshape, the
first-order coherence function [Eq. (1)] at the coincident
points is given by g�t; r � 0� � exp��t=�c�, where �c is
the inverse linewidth. By analogy, we assume the

r-dependence in the form g�t; r� � g�t; 0� exp��r=��,
where � is the coherence length. Our goal is to deduce �
from the contrast of the periodic modulations in the CCD
image, Fig. 1(e). Consider the central row of that image.
Let x be a coordinate along this row and let x0 be the
position of the diffraction maximum for the central fre-
quency of the emission line !0 � 2�c=�0. Because of
small width of this line, it is permissible to work with
small deviations �x � x� x0, �! � !�!0, and �� �
�� �0. (Thus, the x-axes in Figs. 1(d)–1(f) and 2(c) are
labeled by � using the conversion ��=�0 � �x=x0.)

As mentioned above, the Fourier transform

 

~I�t� �
Z
dx exp��it!0x=x0�I�x� (2)

is found to possess three peaks: the main one, at t � 0, and
two satellites, Fig. 2(a). We will show that these satellites
occur at jtj � � � �l=c. We will also explain the fact that
the shapes of the three peaks in Fig. 2(a) are nearly
identical. Because of the latter, the amplitude of the oscil-
lations in I�x� is fully characterized by the relative height
of the main and the satellite peaks. Therefore, we define the
visibility factor by

 V � 2j~I���j=~I�0�: (3)

Next, we note that the central row of the CCD image in
Fig. 1(d)–1(f) is generated by the sources situated on the
pinhole’s diameter. Thus, instead of two-dimensional vec-
tor r, it suffices to use the linear coordinate y along the
magnified image of such a diameter, of length Ds � M2D,
at the spectrometer input slit.

FIG. 2 (color online). (a) The Fourier transforms of the CCD
signal for D � 50 �m and �l � 4:2 mm. (b) Period of the
interference fringes vs �l. Solid line: fit to �� � �2=�l.
(c) Interference profiles for D � 50 �m and �l � 2:2, 4.5,
and 10.2 mm. (d) Measured and (e) calculated visibility of the
interference fringes vs �l for D � 50 (triangles), 25 (circles),
10 �m (squares), and M2 � 1:7. Solid and dotted lines in
(e) correspond to the Eqs. (7) and (9), respectively. T � 1:6 K,
Vg � 1:24 V, Pex � 0:7 mW for all the data.
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The intensity of the CCD image averaged over a large
time Tim is a result of interaction of the original PL signal
E�t; y� with two linear devices, the MZ interferometer and
the spectrometer. It is convenient to do the calculation of
their combined effect in the frequency domain. We define
the Fourier amplitudes ~E�!j; y� � hE�t; y� exp�i!jt�i, for a
set of frequencies !j � 2�j=Tim. A straightforward deri-
vation leads to
 

I�x� �
Z Ds=2

�Ds=2

Z Ds=2

�Ds=2
dy1dy2

X
!j

j1� exp�i!��j2 ~E�!j; y1�

� ~E��!j; y2�fs�x;!j; y1�fs�x;!j; y2�; (4)

where

 fs�x;!; y� �
sin��Nz�
�z

; z �
�!� By
!0

�
�x
x0

(5)

is the response function of the spectrometer, which is
obtained from the standard formula for the diffraction
grating of N grooves by expansion in �! and �x.
Parameter B is determined by the linear dispersion of the
spectrometer A � 1:55 nm=mm, via the relation B �
2�cA=�2

0. After algebraic manipulations with Eqs. (1),
(2), (4), and (5), we get the following expression for the
case of practical interest, jtj< 2�N=!0:
 

~I�t� /
Z Ds

0

dy
yt

sin
�

1

2
�Ds � jyj�Bt

�
sin
��

2�N
!0
� jtj

�
B
2
y
�

�

�
g�t; y� �

1

2
g�t� �; y� �

1

2
g�t� �; y�

�
: (6)

The three-peak structure of ~I�t� described above stems
from the three terms on the last line of Eq. (6). The width
of each peak is exactly the coherence time �c. The peaks
are well separated at �	 �c and their shape is nearly
identical if �c is sufficiently small. The heights ~I�0� and
~I��� of the peaks are determined by the first and the second
terms on the last line of Eq. (6), and so
 

V �
�1���

R
1
0 z
�1 sin
F�1���z� sin
F��1� z��~g�z�dz

F�
R

1
0 z
�1 sin�Fz� sin�1� z�~g�z�dz

;

F�
�NADs

�0
; ~g�z� � g

�
0;
zD
M1

�
; ��

�l
N�0

: (7)

To understand the implications of this formula, consider
first the case of an infinite diffraction grating, N ! 1.
Here �! 0, F ! 1 but the product F� � �ADs�l=�

2
0

remains finite. For the visibility we get

 V � j sin�F��j=F�; (8)

so that function V��l� has a periodic sequence of nodes at
�l � n�2

0=�ADs�, where n � 1; 2; . . . , and does not depend
on �. Equation (8) is reminiscent of the Fraunhofer formula
for diffraction through a slit of width Ds.

In reality, N is large but finite. In this case, the depen-
dence on � does show up. Thus, for M�
 �0=AN, where
M � M1M2, Eq. (7) reduces to

 V �
1� �

f�
j sin�f��j; f �

�NA
�0
�M2D�M��: (9)

To understand the origin of Eqs. (8) and (9), consider the
signal at the center of the CCD image, at point x0. It is
created by interference between all pairs of elementary
input sources whose coordinates y1 � y� �y and y2 �
y� �y differ by no more than minfM�; �0=ANg. What
contributes to the image is the Fourier harmonic of such
sources shifted by �! � By with respect to the central
frequency !0, cf. Equation (5). The spread of y across the
pinhole results into the spread of j�!j & B�Ds � �y�. If
M�
 �0=AN, then Ds � �y � M2D�M� plays the
role of the effective pinhole diameter in this measurement.
The resultant formula for visibility, Eq. (9), is therefore
similar to the Fraunhofer formula for diffraction through a
slit of this effective width.

We compared experimental V��l� with the above theory
treating � and M2 as adjustable parameters. Instead of

FIG. 3. (a) Variations of the indirect exciton PL intensity along
the external ring at T � 2:2, 3.8, and 9.1 K. (b) Interference
profiles at T � 2:2, 3.8, and 9.1 K. (c) Visibility of the interfer-
ence fringes vs T. (d) Calculated visibility as a function of the
coherence length forM2 � 1:7. (e) The exciton coherence length
(squares) and contrast of the spatial intensity modulation along
the ring (circles) vs T. The shaded area is beyond experimental
accuracy. Vg � 1:24 V, Pex � 0:7 mW for all the data; D �
50 �m, and �l � 4:2 mm for the data in (b)–(e).
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using the approximate Eq. (9), we evaluated Eq. (7) nu-
merically. In agreement with Eq. (9), V was found to be
most sensitive to � for � not too close to either zero or
unity. It also happened that � was of the same order of
magnitude as �0=ANM, and so the conditions for its esti-
mation were nearly optimal.

As seen in Fig. 2(d) and 2(e), there is a good agreement
between the theory and the experiment. The measured
V�T�, Fig. 3(c) and the calculated V���, Fig. 3(d) allow
us to obtain the coherence length ��T�. Figure 3(e) shows
that the coherence length increases sharply at T below a
few Kelvin. Intriguingly, the increase of � is in concert
with the MOES formation.

Naively, the interference pattern of an extended source
of length � washes out when ��k� �, where �k is a
spread of the momentum distribution. For �� 2 �m
[Fig. 3(e)], this gives �k� 104 cm�1, which is much
smaller than the spread of the exciton momentum distribu-
tion in a classical exciton gas �kcl � @

�1
���������������
2mkBT
p

� 3�
105 cm�1 at T � 2 K. In turn, this corresponds to a spread
of the exciton energy distribution @

2�k2=2m� 1 �eV,
which is much smaller than that for a classical exciton
gas �Ecl � kBT � 200 �eV at T � 2 K. It may also be
interesting to estimate the exciton phase-breaking time
�� � �2=Dx, whereDx � 10 cm2=s [19] is the exciton dif-
fusion coefficient. Using again � � 2 �m, we get �� of a
few ns. In comparison, the inverse linewidth �c � 1 ps.

Let us now discuss physical mechanisms that may limit
� and ��. Since �rec�40 ns	��, the effect of exciton re-
combination on the phase-breaking time is negligible. Next,
the excitons are highly mobile, as evidenced by their large
diffusion length, ca. 30 �m [20]; therefore, � is not limited
by disorder localization. The coherence length may also be
limited by inelastic collisions of excitons with phonons and
with each other. For the high exciton densities n�
1010 cm�2 in our experiments, the dominant ones are the
latter [21]. Note also that spontaneous coherence we report
arises in a cold thermalized exciton gas (the lifetime �rec of
the indirect excitons is much longer than their thermaliza-
tion time to T � 2 K, �1 ns [9]). Since coupling of the
indirect excitons to photons is negligible coherence emerg-
ing in the cold gases of indirect excitons is similar to
coherence in cold matter and is different from the laserlike
coherence due to a macroscopic coherent optical field [22].

Theoretical calculation of � is yet unavailable. It is
expected however that inelastic processes should vanish
at T � 0. Our findings call for developing a quantitative
theory of phase-breaking processes in nonclassical exciton
gases at low temperatures when the thermal de Broglie
wavelength is comparable to the interparticle separation. In
view of the exciting phenomena uncovered in both fermi-
onic [23] and bosonic [24–26] systems at low tempera-
tures, one can expect that rich physics may follow.
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