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We demonstrate the existence of stable toroidal dissipative solitons with the inner phase field in the
form of rotating spirals, corresponding to vorticity S � 0, 1, and 2, in the complex Ginzburg-Landau
equation with the cubic-quintic nonlinearity. The stable solitons easily self-trap from pulses with
embedded vorticity. The stability is corroborated by accurate computation of growth rates for perturbation
eigenmodes. The results provide the first example of stable vortex tori in a 3D dissipative medium, as well
as the first example of higher-order tori (with S � 2) in any nonlinear medium. It is found that all stable
vortical solitons coexist in a large domain of the parameter space; in smaller regions, there coexist stable
solitons with either S � 0 and S � 1, or S � 1 and S � 2.
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Complex Ginzburg-Landau (CGL) equations have
drawn a great deal of attention in physics and applied
mathematics communities as a class of universal models
with a broad spectrum of applications, ranging from non-
linear optics, fluid dynamics, and chemical waves to
second-order phase transitions, including such topics of
common interest as superfluidity, superconductivity, liquid
crystals, and Bose-Einstein condensates; physical and
mathematical aspects of models based on CGL equations
were reviewed in Ref. [1]. The CGL equation may be
viewed as a dissipative extension of the nonlinear
Schrödinger (NLS) equation; accordingly, it can describe
a broad range of behaviors suggested by the NLS dynam-
ics, ranging from chaos and pattern formation [2] to dis-
sipative solitons [3]. In particular, the latter concept
comprises a large variety of phenomena, such as spatial
solitons in wide-aperture lasers, ultrashort laser pulses,
dispersion-managed solitons in media with loss, filtering,
gain, etc. [4,5]. While solitons in conservative systems
form continuous families and are supported by the balance
between linear effects and nonlinearity, dissipative solitons
require an additional balance between linear or nonlinear
loss and gain. Thus they do not form continuous families
but represent isolated attractors.

Recently, considerable efforts were aimed at the predic-
tion of settings supporting stable multidimensional local-
ized patterns. An especially challenging problem is the
stabilization of three-dimensional (3D) objects with intrin-
sic vorticity (vortex tori) against both the strong collapse in
the 3D space and the well-known splitting instability of
localized vortices [6–8]. Thus far, the only prediction of
stable 3D vortical solitons was made for ones with vorticity
(‘‘spin’’) S � 1, in conservative models that include com-

peting nonlinearities, cubic quintic or quadratic cubic [8].
Remaining outstanding issues are the possibility of finding
stable vortex tori with S > 1 (which are known in 2D
models [7,9]) and the search for stable vortical solitons in
dissipative media. In fact, it may be easier to find stable
localized vortices in dissipative systems than in their con-
servative counterparts, as dissipative solitons may be more
compact and more robust, and one should not look for a
continuous family of solitons but rather for a single attrac-
tor shaped as a vortical soliton (for given S). For the same
reasons, dissipative spinning 3D solitons may be more
relevant to the experiment than their counterparts in con-
servative models.

The results of Ref. [10], where stable 2D vortex solitons,
with a spiral phase field, were found with S � 1 and 2,
suggest that the complex cubic-quintic Ginzburg-Landau
equation may be a relevant model to generate dissipative
vortex solitons in the 3D case as well. It is relevant to
mention that stable spinless (S � 0) 3D solitons were
recently found in an optical model based on this equation
[11,12]. The objective of the present work is to find stable
doughnut-shaped 3D spinning solitons (vortex tori) with
S � 1. The results will yield the first ever example of
spinning solitons in a 3D dissipative medium, as well as
the first examples of stable higher-order (S > 1) vortex
solitons in any 3D model.

We consider a model of a bulk optical medium obeying
the following equation with the cubic-quintic nonlinearity:
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2
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Here U is a local amplitude of the electromagnetic field
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propagating along the z axis, the coefficients which are
scaled to be 1=2 and 1 account, respectively, for the dif-
fraction in the transverse plane and self-focusing Kerr
nonlinearity, � � 0 is an effective diffusivity (the optical
model contains the diffusion term if the electromagnetic
field generates free carriers, which occurs in semiconduc-
tors [10,13] or ionizes the medium, as in the case of the
propagation of very strong pulses in air [14]), the positive
parameters �, �, and � represent linear loss, nonlinear
gain, and its saturation, � > 0 accounts for saturation of
the Kerr nonlinearity, D is the group-velocity dispersion
(GVD) coefficient, and � > 0 is its counterpart accounting
for spectral filtering. In cases of anomalous, normal, and
zero GVD, D may be normalized to be 1=2, �1=2, or 0,
respectively. Below, we set D � 1=2. All the physical
ingredients included in Eq. (1) come together in the case
of the spatiotemporal propagation of light in an active
(amplifying) bulk semiconductor featuring saturable
absorption.

To construct vortex tori, we look for general solutions to
Eq. (1) with a definite value of the above-mentioned vor-
ticity (spin) S, asU�z; x; y; t� � ��z; r; t� exp�iS��, where r
and � are polar coordinates in the plane (x, y). The complex
function ��z; r; t� obeys the propagation equation
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The solutions � must decay exponentially at r, jtj ! 1,
and as rjSj at r! 0.

In direct simulations, we started with an arbitrary axially
symmetric input pulse (typically, a Gaussian), with the
embedded vorticity S, and simulated Eq. (2) forward in
z, expecting that a stable dissipative vortex soliton would
self-trap after a certain propagation distance z � zf into an
attractor in the form of ��z; r; t� �  �r; t� exp�ikz�, where
the propagation constant k is an eigenvalue determined by
parameters of Eq. (2), including S (arbitrary pulses with
S � 0, or, generally, with no definite value of the vorticity,
are expected to self-trap into the ordinary isotropic soliton,
such as ones studied in Refs. [11,12]). A standard Crank-
Nicholson scheme was used for the numerical integration,
with typical transverse and longitudinal step sizes �r �
�t � 0:15 and �z � 0:01. Nonlinear finite-difference
equations were solved by using the Picard iteration
method, and the resulting linear system was handled with
the help of the Gauss-Seidel iterative procedure. To
achieve good convergence, we typically needed ten
Picard and four Gauss-Seidel iterations. The wave number
k was determined as the z derivative of the phase of �, and
the solution was reckoned to achieve a stationary form if k
ceased to depend on z, r, and t, up to five significant digits.

Generic results are adequately represented by the exis-
tence and stability domains for spinless and spinning sol-
itons in the parameter plane (�, �) (see Fig. 1), for fixed
� � � � 1=2, � � 0:1, and � � 0:4. In Fig. 1 the solitons

exist between curves �upp��� and �low���, and they are
stable in the shaded portion of this area, which is bounded
by a critical line �cr���, found from the linear stability
analysis; see below. Below the curve �low���, input pulses
decay to nil, whereas above the curve �upp��� they expand
indefinitely, generating fronts between filled and empty
regions. Both the spinning and nonspinning solitons, if
stable, are strong attractors, as they self-trap from a large
variety of inputs.

Typical radial and temporal cross sections of stable
solitons with S � 0 and S � 1, 2 are displayed in
Figs. 2(a)–2(d) for � � 1 and � � 2:44 (the radial and
temporal shapes are shown, respectively, at t � 0, and at
r � rmax, where the field attains its maximum). The corre-
sponding wave numbers are k � 0:689 26, 0.736 91, and
0.738 95, for S � 0, 1, and 2, respectively. In particular,
panels (c) and (d) demonstrate that, while the temporal
shapes of the solitons with S � 1 and 2 are virtually
identical in terms of j j, they are quite different in terms
of the real and imaginary parts of the stationary field,  r
and  i. The field profiles in Figs. 2(e) and 2(f) are taken
from a domain adjacent to the curve �upp separating the
stable solitons [ones shown in Figs. 2(a)–2(d)] and indef-
initely expanding fronts. These profiles represent, as matter
of fact, a new species, composite 3D solitons, which fea-
ture an essential intrinsic structure in both the radial and
temporal directions (their 1D and 2D counterparts were
found in Refs. [10,15], respectively).

To study the stability of the stationary solitons in
an accurate form, we take a perturbed solution U�
� �r; t��f�r; t�exp��z� iJ���g	�r; t�exp��	z� iJ��� 

exp�ikz� iS��, where J is an integer azimuthal index of
the perturbation, the instability growth rate � may be
complex, and 	 stands for the complex conjugation (the
two components of the perturbation with indices �J
couple to each other through the nonlinear terms, without

FIG. 1. Domains of the existence and stability of solitons in
parameter plane (�, �), for spin S � 0, 1, 2, and 3. The solitons
are stable in shaded areas. In this figure and below, other
parameters are � � � � 1=2, � � 0:1, and � � 0:4.
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generating extra angular harmonics). The substitution of
the perturbed solution in Eq. (1) leads to linearized equa-
tions,
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where 	 � �1=2� i��, 
 � 1=2� i�, � � 1� i�, and
! � ��� i�. The above equations are supplemented
by boundary conditions demanding that the solutions van-
ish exponentially at r, jtj ! 1, and as rjS�Jj at r! 0. The
Crank-Nicholson method was applied to these equations
too, with the same typical transverse and longitudinal step
sizes as above, since we had to deal with the same sta-
tionary field distributions. The resulting linear algebraic

system was solved using a Gauss-Seidel iterative scheme
(typically, 25 iterations were sufficient).

The results of the stability calculations are summarized
in Fig. 3, where, fixing the quintic loss, � � 1, we
vary the nonlinear gain, �. Panel (a) displays stable
and unstable soliton families in terms of the depen-
dence of the total optical energy (alias norm), E �
2�

R
1
0 rdr

R
�1
�1 dtj �r; t�j

2, on �, while other panels spec-
ify the (in)stability by showing the largest real parts of the
growth rate, Re���, vs �. Vertical arrows in Figs. 3(b) and
3(c) mark the left boundary of the stability domain, � �
�cr. It occupies about 70% and 30% of the entire existence
domain of the S � 1 and S � 2 solitons, respectively.

We have also considered the case of �  0, when the
conservative part of Eqs. (1) or (2) would give rise to strong
(if � � 0) or ‘‘superstrong’’ (� < 0) collapse in the 3D
space. The result is that the S � 0 soliton family remains
stable in this situation, due to the stabilizing effect of the
quintic loss. For instance, fixing � � � � 1=2, � � 0:4,
and � � 1, the existence and stability region of the soli-
tons with S � 0 is found to be 2:336< �< 2:500 for � �
�0:1 (in compliance with Fig. 1), 2:488< �< 2:903 for
� � 0, and 2:630< �< 3:451 for � � �0:1; i.e., its size
actually increases for � < 0, which can be explained.
Indeed, while the upper border of this region separates
the solitons from the above-mentioned domain-expansion
regime, the strong self-focusing, corresponding to � < 0,
counteracts the expansion. We expect that vortical solitons
may also be stable for �  0.

The predictions of the linear stability analysis were
verified in direct simulations of Eq. (1). The initial con-
ditions for perturbed solitons were taken as U�z � 0� �
 �r; t��1� q� exp�iS��, where q is a small perturbation
amplitude, and  is a random variable uniformly distrib-
uted in interval ��0:5; 0:5�. We have checked that all the
solitons that were predicted above to be linearly stable are

FIG. 3. (a) The soliton’s energy (norm) vs the cubic gain � for
� � 1. Solid and dashed lines stand for stable and unstable
solitons. Panels (b), (c), and (d) show the largest real part of the
perturbation growth rate (eigenvalue) vs � for S � 1, S � 2, and
S � 3, respectively.

FIG. 2 (color online). Cross-section shapes of typical stable
solitons with S � 0, S � 1, and S � 2 in the transverse (r) and
temporal (t) directions. Shapes of regular solitons are shown in
panels (a)–(d) for � � 1 and � � 2:44 [in (b), the temporal
shape is not shown separately for S � 2, as it completely over-
laps with that for S � 1; real and imaginary parts of the temporal
shape for S � 1 and S � 2 are displayed separately in (c) and
(d)]. Panels (e) and (f) display typical shapes of stable composite
solitons, for � � 1. Here, � � 2:500 and k � 0:887 80 (S � 0),
� � 2:528 and k � 0:905 08 (S � 1), and � � 2:539 and k �
0:909 98 (S � 2).
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indeed stable against finite random perturbations. An ex-
ample of self-healing of the S � 2 stable soliton, with the
initial perturbation amplitude at the 10% level, is displayed
in Fig. 4. On the other hand, those spinning solitons, which
were predicted to be unstable, either decay or split into
spinless solitons, if slightly perturbed. A typical example
of the splitting of a S � 3 soliton into two pulses with S �
0 due to the azimuthal instability is shown in Figs. 5(a)–
5(c). The outcome agrees with the fact that, since Fig. 3(d)
predicts the strongest instability mode for this soliton with
J � 2, it should indeed split into two fragments.

In conclusion, we have systematically analyzed the ex-
istence and stability of 3D spinless and spinning dissipative
solitons in the framework of the complex Ginzburg-
Landau equation with the cubic-quintic nonlinearity. The
stability of solitons with spin 0, 1, and 2 against both small
and large perturbations and their propensity to self-
trapping from a broad class of input pulses with embedded
vorticity have been demonstrated. All the stable solitons
coexist in a large domain of the parameter space, each
being a strong attractor inside its own class of initial
conditions, distinguished by the vorticity. We conjecture
that the solitons with S > 2 may also be stable, but in very
small parameter regions, as suggested by known results for
the stability of vortex solitons with S � 3 in the 2D NLS
equation with the cubic-quintic nonlinearity [9]. The
stability of the 3D solitons was also demonstrated in the
case when the quintic term in the conservative part of the
model tends to initiate superstrong collapse.

The results reported in this Letter provide the first ex-
ample of stable higher-order vortex tori (with S � 2) and
also the first example of any stable vortex solitons in a 3D
dissipative medium. These results, obtained in the para-
digmatic complex cubic-quintic Ginzburg-Landau model,
suggest that similar stable localized objects with intrinsic
vorticity may also be found in more complex 3D dissipa-
tive models, such as ones describing the transmission of
very strong laser pulses in air (in that case, the propagation
equation for the electromagnetic wave is coupled to a

kinetic equation accounting for the generation of plasma).
In the latter case, the first results of direct simulations show
that vortical pulses can be created, but they split due to the
azimuthal instability [16]; nevertheless, our predictions
here suggest that stabilization might occur if propagation
conditions that may be approximately modeled by a three-
dimensional complex cubic-quintic Ginzburg-Landau
equation are identified.
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FIG. 4 (color online). The recovery of a perturbed stable
soliton with S � 2, for � � 1 and � � 2:5. Upper row:
Distribution of intensity (jUj2) and phase in the initial soliton
perturbed by random noise. Lower row: The same in the self-
cleaned soliton at z � 800. The calculations were performed on
a grid of size ��9; 9� 
 ��14; 14� 
 ��14; 14�.

FIG. 5 (color online). Splitting of a perturbed unstable vortex
torus with S � 3, at � � 1, and � � 2:4: (a) z � 0, (b) z � 205,
and (c) z � 500. The simulations were performed on a grid of
size ��9; 9� 
 ��15; 15� 
 ��15; 15�.
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