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We present a theoretical framework and computer simulation methodology for investigating the
equilibrium structure and properties of mesostructured polymeric fluids with embedded colloids or
nanoparticles. The method is based on a field-theoretic description of the fluid in which particle
coordinates and chemical potential field variables are simultaneously updated. The fluid model can
contain polymers of arbitrary chemical and architectural complexity, along with particles of all shapes,
sizes, and surface treatments. Simulation results are compared with experiments conducted on polystyrene
(PS)-functionalized Au nanoparticles in a PS-P2VP diblock copolymer melt.
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The fields of colloid science and soft material nano-
science rely on the ability to control the self-assembly of
solid particles that are suspended in complex fluid media.
Surfactants, dispersants, and other species are commonly
added to the fluid to enhance stability and to improve the
uniformity of a particle dispersion. A more recent theme
that has emerged with the increasing availability of nano-
sized inorganic particles is the use of mesostructured fluids
to sequester and arrange particles into useful inhomoge-
neous assemblies.

Recent studies have used a variety of techniques to
investigate the effects of particles dispersed in complex
fluids such as block copolymers. These methods include
modified strong-segregation theories [1], Monte Carlo
(MC) [2,3] and molecular dynamics [4] simulations, as
well as a method that couples a phenomenological Cahn-
Hilliard picture for the fluid with Brownian dynamics for
the particles [5,6]. While some progress has been made
with these techniques, reliable simulation tools for study-
ing mesostructured fluid or particle composites are lacking.
The length and time scales involved for realistic copolymer
systems are normally beyond the realm of atomistic simu-
lations, and no reliable analytical tools are available for
addressing the broad spectrum of inhomogeneous struc-
tures that can form in such systems.

Self-consistent field theory (SCFT) is a powerful method
for studying the complex morphologies of multicomponent
block copolymers and blends [7–9]. SCFT is based on a
saddle-point (mean-field) approximation to a field-
theoretic description of a polymeric fluid. The theory
captures architectural details of the polymers and can be
applied for both unit cell and large calculations [10–13].

A recent numerical scheme by Thompson, Balazs, and
co-workers has addressed a class of nanoparticle disper-
sion problems by coupling SCFT for inhomogeneous pol-
ymers with a density functional theory (DFT) for hard
spheres to create an approximate energy functional whose
extrema correspond to mean-field solutions [14–16].

While quite promising, the SCFT-DFT approach is difficult
to extend beyond classes of systems for which reliable
density functionals are available, and it is not apparent
how to go beyond the mean-field approximation in the
treatment of the polymer fluid fields and how they influ-
ence nanoparticle morphologies.

In the present Letter we introduce a new simulation
methodology for mesostructured polymeric fluids with
embedded particles that in principle does not suffer from
these limitations. As in the SCFT-DFT approach, our
method describes the fluid structure in a field-theoretic
context, although we are not restricted to the mean-field
approximation implied by SCFT. Unlike the SCFT-DFT
method, we explicitly retain the particle coordinates as
degrees of freedom, rather than impose a DFT approxima-
tion. In this regard, our hybrid particle-field (HPF) descrip-
tion is reminiscent of the Car-Parrinello [17] technique for
conducting ab initio molecular dynamics.

The HPF method is based on the use of ‘‘cavity’’ func-
tions to exclude the fluid components from the interior of
solid particles. For example, in the case of spherical par-
ticles, a spherically symmetric cavity function h�r� can be
defined, which is a continuous differentiable function that
varies from 1 at r � 0 (inside the particle) to 0 at r! 1
(outside the particle). A useful choice is a monotonically
decreasing function h�r� with a slow scale Rp defining the
particle radius and a fast scale � defining the width of the
particle-fluid interface. For a set of m nonoverlapping
particle positions rm � �r1; . . . ; rm�, the function

 ��r; rm� � �0

�
1�

Xm
j�1

h�jr� rjj�
�

(1)

represents a density field for the complex fluid species
surrounding the particles. This field vanishes at positions
r inside a particle and is constant at �0 for r outside a
particle. As is typical in a mesoscopic description, we shall
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assume the fluid to be incompressible with a density given
by Eq. (1).

A field theory for the polymeric fluid can be formulated
in the usual way by applying Hubbard-Stratonovich (HS)
transformations to decouple interactions between different
macromolecular species. These HS transforms introduce
auxiliary chemical potential fields w�r�, which become the
relevant fluctuating degrees of freedom defining the fluid;
the conformational and translational degrees of freedom
can be explicitly integrated out. For example, in the famil-
iar Edwards model of flexible homopolymers dissolved in
a good solvent [18], this procedure leads to a field theory
description corresponding to a canonical ensemble of n
polymers in a volume V (kBT � ��1 � 1), with an effec-
tive ‘‘fluid’’ Hamiltonian

 Z �n; V; T� �
Z

Dw exp��Hf�w��; (2)

 Hf�w� � �1=2u0�
Z
drw2 � n lnQ�iw�: (3)

Here, u0 > 0 is the excluded volume parameter between
polymer segments and Q�iw� is a nonlocal functional that
represents the partition function of a single polymer in a
purely imaginary potential iw�r�. Q�iw� can be computed
for prescribed w�r� from the solution of a complex diffu-
sion equation that can be viewed as a Feynman-Kac for-
mula for the path integral defining Q�iw�. Similar field-
theoretic models can be constructed for compressible and
incompressible models of polymer solutions and melts
with arbitrary numbers of components and polymer archi-
tectures [13].

The coupling between the w field variables, which de-
fine the fluid structure, and the particle coordinates arises
through the cavity functions discussed above. In perform-
ing the HS transformation for an incompressible fluid with
embedded particles, the exclusion of polymer from the
interior of the particles can be accounted for by including
the local constraint

 

Y
r
���̂�r� � ��r; rm�� (4)

inside the configurational integral. Here �̂�r� is a ‘‘micro-
scopic’’ density operator composed as a sum of delta
functions centered on the positions of all segments (and
solvents if present) that compose the fluid. Upon giving
this delta functional an exponential representation, we find
a linear coupling term in the Hamiltonian of the field
theory given by

 Hpf1�rm; �w��� � �i
Z
dr��r; rm�w��r�: (5)

The ‘‘pressure’’ field w��r� is a fluctuating chemical po-
tential that enforces the constraint (4).

In a multicomponent fluid model, additional fluctuating
‘‘exchangelike’’ chemical potential fields will serve to

define the compositional structure of the fluid. For a two-
component fluid (A and B), a tendency for enrichment of
component A at the particle surfaces can be incorporated
through a microscopic interaction term (� > 0 for enrich-
ment of A)

 Hpf2 � ��
Z
dr
�X

j

h�jr� rjj�
�
��̂A�r� � �̂B�r��: (6)

Tracing this contribution through the HS transformation
produces a linear shift w��r� ! w��r� � �

P
jh�jr� rjj�

in the exchange potential w� conjugate to �̂A � �̂B.
Equation (6) can thus be reexpressed as a hybrid functional
Hpf2�rm; �w���. Besides the fluid and particle-fluid contri-
butions to the Hamiltonian, we can also include direct
particle-particle interaction terms Hpp�rm�, e.g., pair inter-
actions, that can be used to prevent particle overlaps.
Combining contributions Hf, Hpf1, Hpf2, and Hpp yields
a total effective Hamiltonian H�rm; �w��� for the HPF
model.

For the purpose of numerical simulations, a pseudo-
spectral approach, e.g., with a plane wave basis, has been
shown to be highly efficient for evaluating the Hamiltonian
Hf and the forces �Hf=�w of a polymer field theory [19].
A similar strategy is effective here wherein a uniform
collocation grid is maintained throughout the simulation
cell, even in the particle interiors. Particle-field interaction
terms in H, such as Eq. (5), can be efficiently evaluated on
the grid by using a fast-Fourier-transform (FFT)-inverse
FFT pair to evaluate the convolution integral and then
summing over the grid points coinciding with the instan-
taneous particle centers. Using M (	m) grid points, a
term like Hpf1 can thus be evaluated in O�M logM�
operations.

To sample the particle configurations, a Brownian dy-
namics (BD) or force-bias MC scheme is attractive because
forces on all the particles can be computed in a single
sweep of the grid, which is necessary anyway to update the
fluid w fields. The force on particle j arising, e.g., by the
coupling (5) can be written

 F j 
 �
@Hpf1

@rj
� �i�0

Z
drg�rj � r�w��r�; (7)

where g�r� 
 1
r
dh�r�
dr r is a vector ‘‘virial’’ function.

Equation (7), however, is again a convolution integral
that can be evaluated by an FFT-inverse FFT pair. The
forces on all the particles can thus be evaluated
simultaneously.

To sample fluid field configurations, there are several op-
tions, the simplest being to relax the fields quasistatically
to the saddle-point configuration satisfying �H=�w� � 0
consistent with a given particle configuration rm. This
amounts to a mean field or SCFT treatment of the fluid
variables and circumvents the ‘‘sign problem’’ of sampling
a nonpositive definite weight exp��H� because the saddle-
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point pressure field w� is purely imaginary and so H
remains real for all particle configurations. Alternatively,
without invoking any approximations, we could employ
complex Langevin sampling for both particle and field
variables [20,21].

In the present Letter we apply the HPF method to
examine a model composite of hard sphere nanoparticles
with molten diblock copolymers. We use a steepest descent
algorithm to relax the polymer fields to their mean-field
solution, as described in Ref. [22]. For updating particle
positions, a BD algorithm can be applied [23]:

 �rj � �D�tFj �Rj; (8)

where �rj is the displacement of particle j in a time step
�t, D is the diffusion constant in the absence of particle-
particle interactions, and Rj is a Gaussian random variable.
This dynamics scheme, which neglects hydrodynamic in-
teractions, is simply a means of attaining equilibrium
configurations. For this initial study, a simpler determinis-
tic version of Eq. (8) is applied in which we set Rj � 0 and
choose �D�t such that the average particle displacement
is 0:25Rg, where Rg is the radius of gyration of an un-
perturbed copolymer chain. This choice was found to result
in reasonably rapid relaxation down the free energy land-
scape, while restricting large particle displacements that
would require longer calculations to solve the fluid SCFT
equations. To update the particle configuration at time step
n, rmn , to a configuration at time step n� 1, rmn�1, the full
algorithm is as follows: (i) for rmn , numerically solve the
SCFT equations (�10–100 iterations of steps 2–5 in
Ref. [22]); (ii) calculate Fj and �rj for each particle j
using Eqs. (7) and (8); (iii) set rmn�1 � rmn � �rm, where
�rm � ��r1; . . . ;�rm�, and explicitly reject moves that
cause particle-particle overlaps; (iv) return to step (i) and
repeat until the polymer morphology stabilizes.

Experimental.—As templates for organizing nanopar-
ticles two poly(styrene-b-2vinylpyridine) (PS-b-P2VP) di-
block copolymers were used: a lamellar forming (LAM)
copolymer with total molecular weight Mn � 114 kg=mol
and PS volume fraction fPS � 0:50 and a cylinder forming
(HEX) copolymer with Mn � 61 kg=mol and fPS � 0:23,
both from Polymer Source, Inc. thiol terminated PS (PS-
SH) was synthesized by living anionic polymerization in
benzene at 30 �C [24] resulting in an Mn of 1:5 kg=mol
and a polydispersity index of 1.1. PS coated Au particles
were synthesized using the short PS-SH chains as stabiliz-
ing ligands via a two-phase (toluene and water) method
[25]. The diameter of the Au core of these particles was
2:5� 0:7 nm and the densely packed PS-SH on the Au
surface resulted in a PS shell 3 nm thick [26]. Films of
mixtures of PS(Au) and PS-b-P2VP on an epoxy substrate
were prepared by slowly casting from solutions in tetrahy-
drofuran, a solvent that is preferential for PS [24]. After
drying and staining the P2VP domains with I2 the films
were microtomed into 25 to 40 nm thick slices for obser-

vation by transmission electron microscopy (TEM). The
PS-shell thickness was estimated from the surface area of
the Au cores (from TEM) and the weight fraction of PS-SH
ligands on the Au (from thermal gravimetric analysis) [26].

Results of two-dimensional simulations with the HPF
algorithm conducted on a 72 80 lattice are shown in
Figs. 1 and 2 (copied in each direction to emphasize order-
ing) and compared to TEM images showing the spatial
arrangement of (PS)-functionalized Au particles in a
phase-separated melt of PS-P2VP diblock copolymers.
The values of Rp, �, and � in the simulations were chosen
by matching the size and wetting characteristics of the Au-
core/PS-shell nanoparticles. An average of 5 105 field
updates were used to obtain the two figures. The experi-
mental TEM data in Fig. 1 shows the PS (light) and P2VP
(dark) domains for the fPS � 0:5 PS-P2VP diblock. The
PS chains grafted to the Au-particle surfaces cause a net
attraction between the nanoparticles (dark spots in TEM
images) and the PS domains of the copolymer. At low
nanoparticle densities, the Au particles are segregated to
the lamellar domains. As the nanoparticle density in-
creases, the PS lamellae become increasingly swollen

FIG. 1. TEM images of fPS � 0:50 PS-P2VP diblock nano-
composite containing (PS)-functionalized Au particles with par-
ticle volume fraction (a) � 0:10 and (b) � 0:35. Total particle
size including the PS shell is 2.6 times that of the Au cores seen
as black dots in the TEM images. HPF simulation results (right
column) show monomer volume fractions representing PS
(light), P2VP (dark), particles (black). Simulation parameters:
fPS � 0:5, Flory parameter (�) for PS-P2VP diblock � � 0:16,
� � 0:16, and particle area fraction (c) � 0:04 and (d) � 0:18.
The particle configurations shown are representative of those
obtained based on several independent runs for a given nano-
particle density. Note: The black circles in the SCFT simulations
denote nanoparticle regions where �=�0 � 0:5 and therefore
represent not only the Au nanoparticle cores but also a signifi-
cant portion of the surrounding PS shell.
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with particles and distorted. Eventually, the copolymer
morphology is transformed into an arrangement of hexag-
onally packed cylinders at sufficiently high particle den-
sities. The hybrid SCFT simulations in Fig. 1 show
excellent qualitative agreement with experiment and con-
firm the particle-induced transition from LAM to HEX
domains. The simulations in Fig. 2 show similar agreement
to experimental data for the fPS � 0:23 PS-P2VP diblock
that displays a transition from the HEX to LAM phases
upon increasing Au-particle density. In both cases, the
hybrid SCFT results underestimate the particle density at
the morphological transitions. Beyond the experimental
uncertainty in determining the particle density at the tran-
sitions, we emphasize that the simulations were conducted
in two dimensions. We surmise that future work on larger,
3D simulations will show improved quantitative agreement
with experiment.

In summary, we have developed an efficient new simu-
lation methodology for studying polymer nanocomposites.
Our HPF algorithm combines the power of numerical
SCFT methods for analyzing complex polymer morpholo-
gies with the flexibility of a particle-based simulation that
is able to include particles with a variety of shapes, inter-
actions, and surface treatments in a straightforward way.
We emphasize that the HPF framework is easily extended
to polymers and copolymers of virtually any architecture
and to multicomponent mixtures of such molecules and
with solvents. Future work will include extending the force
algorithm to compute torques on nonspherical particles,

implementing complex Langevin sampling of particles and
fields to relax the mean-field approximation, and devising
update algorithms with more realistic particle and fluid
dynamics.
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FIG. 2. TEM images of fPS � 0:23 PS-P2VP diblock nano-
composite containing (PS)-functionalized Au particles with par-
ticle volume fractions (a) � 0:05 and (b) � 0:2. HPF simulation
results shown in the right-hand column. Simulation parameters:
fPS � 0:3, � � 0:18, � � 0:16, particle area fraction (c) � 0:03
and (d) � 0:12.
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