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Generic Rugged Landscapes under Strain and the Possibility of Rejuvenation in Glasses
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A strain-dependent random landscape model shows that many aspects of the mechanical response of
disordered materials are universal, and arise from the rugged nature of the energy landscape. Simulations
with this model demonstrate that states produced by mechanical deformation will generally be distinct
from the states traversed during thermal aging. This behavior is a generic consequence of a rugged energy
landscape, and is independent of any specific microstructure of the material. Thus, mechanical deforma-
tion does not literally ‘‘rejuvenate’’ a material, although the states produced by mechanical deformation
may in some ways resemble less aged systems.
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The relationship between the aging process and
mechanical deformation in glassy materials is not fully
understood. While aging alters mechanical properties, me-
chanical deformation also alters the aging process. A num-
ber of experiments suggest that mechanical deformation
reverses aging, or ‘‘rejuvenates’’ the material—this effect
has been suggested in regard to polymer materials [1],
colloidal glasses, and pastes [2–7], and even biological
cytoskeletons [8]. However, experiments by McKenna and
others suggest that mechanical deformation does not really
rejuvenate the material [9]. For example, in some cases
mechanical deformation does not alter the state of the
material even when evidence (based on relaxation times)
suggests rejuvenation [10,11], and in other cases mechani-
cal deformation appears to move the material to states that
are distinct from any state that occurs during the aging
process [9,12,13]. Also, some experiments suggest that
mechanical deformation can accelerate, rather than re-
verse, the aging process [3,14].

The properties of disordered materials, including
glasses, colloids, foams, granular materials, etc. are uni-
versal in many ways [15,16]. The universality has been
attributed to the existence of many local optima for particle
packing. These effects are captured by the energy land-
scape framework, in which the state of the system is
characterized by the ensemble of energy minima visited
by the system [17,18]. The landscape framework has also
been used to study nonphysical phenomena ranging from
biological evolution [19] to business management [20],
using random landscape models such as the N-K model
[19] to represent generic rugged landscapes.

In the present investigation, aging and mechanical de-
formation are examined for a random landscape model.
While molecular simulations have been used to study these
phenomena in atomistic systems [21–23], the use of a
random landscape model allows the determination of ge-
neric effects that arise solely on the basis of a rugged
energy landscape, rather than on the specific microstruc-
ture of a material.

The strain-dependent modification of the N-K model
introduced by Wilke and Martinetz [24] is used. The model
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consists of N components that exist in one of two ‘‘posi-
tions’’; the position of component i is denoted by mi. The
energy is a function of the positions of each of the compo-
nents, E � E�m1; m2; . . . ; mN�, and is obtained as
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where � is the ‘‘strain’’ and ai and bi are parameters that
determine the contribution of component i to the energy.
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(denoted by mi
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K. The energy landscape is smooth with
one energy minimum for K � 0, and rugged and fully
uncorrelated for K � N � 1; results are shown here for
N � 48 and K � 16, but similar results are obtained with
other values of K and N (for K > 0). The stress � and
elastic modulus B are evaluated analytically as the first and
second derivatives, respectively, of Eq. (1) with respect to
strain.

First, Monte Carlo (MC) simulations are carried out to
determine the regions of the energy landscape visited by
the system at equilibrium. The MC simulations begin at a
randomly chosen configuration, and are run for NMC steps.
In each MC step, the position of a randomly selected
component is changed, which changes the energy by �E;
this step is accepted if r < exp���E=T�, where r is a
random number between 0 and 1. Energy minima visited
by the system are found by steepest descent energy mini-
mizations that begin from configurations during the MC
trajectory (at each step in the minimization procedure the
position is changed for the component that gives the largest
decrease in energy, and these steps repeated until no further
position changes decrease the energy); the energy and
elastic modulus at an energy minimum are designated Es
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and Bs, respectively. The simulations are repeated for
many landscapes (i.e., different values of ai and bi), to
obtain the ensemble averages hEsi and hBsi. Equilibrium
results correspond to results in the NMC ! 1 limit.

Equilibrium results for hEsi as a function of temperature,
shown in Fig. 1, are qualitatively identical to the results of
molecular simulations of atomistic systems [25]. The sys-
tem visits lower energy states as the temperature decreases,
and equilibrated results cannot be obtained below a glass
transition temperature ��0:45� because equilibration oc-
curs on time scales longer than the time scales of the
simulations.

Following a change in temperature, the values of hEsi
and hBsi change with time (‘‘thermal aging’’) until equi-
librium is reached. Figure 2 shows the values of hEsi and
hBsi during thermal aging, along with the values for the
equilibrated systems. The same line in the hEsi and hBsi
plane describes the states visited during thermal aging and
the equilibrium states at different temperatures; this behav-
ior is observed in molecular simulations for slow cooling
rates [26–28], while very fast cooling moves the system to
states that are distinct from equilibrium states [27,28].
Note that this method of monitoring aging differs from
the often-used method of monitoring correlation functions.

Glasses are obtained from equilibrated liquids by infi-
nitely fast cooling to zero temperature, so that the fictive
temperature �Tf� of the glass is simply the temperature
of the equilibrium liquid before cooling. The fictive tem-
perature has been used to quantify the extent of aging in
glasses, with more highly aged glasses having a lower
Tf [29].

The mechanical deformation of the glasses is examined
at zero temperature, in order to separate the effects of
mechanical deformation on the state of the glass from the
effects of thermal fluctuations. Strain is imposed in the zero
temperature and zero strain-rate limits by incrementing the
strain ��� in very small steps and minimizing the energy
after each step (the system always remains at an energy
minimum in these limits). Strain increments of 0.003–
0.006 are used, which approximate continuous change.

The stress-strain curves, shown in Figs. 3(a)–3(c) look
like typical stress-strain curves of real glassy materials: an
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FIG. 1. Equilibrium results for the average energy of energy
minima visited by system.

02550
elastic regime occurs at low strains, yielding occurs at
intermediate strains, a plastic flow regime occurs at high
strains, and hysteresis occurs as the strain is reversed. A
comparison of results for different fictive temperatures
shows that aging alters the mechanical response by increas-
ing the elastic modulus and yield stress, and creating a
pronounced stress overshoot. The same effects of aging on
the mechanical response have been observed experimen-
tally in polymer materials [30–33], colloidal pastes and
glasses [4,5], and molecular simulations of simple glasses
[21,34,35].

The results for hEsi as a function of strain � are shown in
Figs. 3(d)–3(f). Changes in energy with strain can occur in
two ways: by the explicit strain dependence of the energy
[Eq. (1)], or by a change in the positions of the components
(i.e., m1; m2; . . . ; mN). In these zero temperature limit
simulations, the components can change positions only
after strain destroys an energy minimum; the strain-
induced destruction of energy minima, which has been
demonstrated previously in a strain-dependent N-K model
[36], also occurs in atomistic systems [37]. Changes in
energy associated with the explicit strain dependence are
given by dE � �d� and are fully reversible, while
changes in energy due to position changes are character-
ized by dE< 0. Upon increasing strain, hEsi initially
decreases slightly due to position changes (since � is
initially small), before hEsi increases due the explicit strain
dependence of the energy as � becomes larger. In the
plastic flow state, the two mechanisms of energy change
balance to yield a constant hEsi. Upon decreasing �, hEsi
initially decreases significantly because both mechanisms
act to decrease the energy. As shown in Fig. 3(d), small
strain cycles move the system to deeper energy minima
(i.e., in the same direction as aging). In contrast, as shown
in Fig. 3(f), large strain cycles move the system to shal-
lower energy minima (i.e., in the opposite direction as
aging). Intermediate strain cycles move more highly aged
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FIG. 2. Average elastic modulus and energy at energy minima.
Triangles: equilibrium results. Circles: results during the aging
process that follows a temperature decrease. Gray line: results
during strain cycle for glass with Tf � 0:7. Black dots: finite
temperature results during strain cycle for glass at T � 0:2, with
strain rate of 100 MC steps per strain increment of 0.003. Strain
cycle results are for a strain amplitude of 0.6.
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FIG. 3. (a)–(c) Average stress
and (d)–(f) average energy dur-
ing deformation in the zero-
temperature and zero-strain-rate
limits. Black lines are for Tf �
0:7, and gray lines are for Tf �
0:5. Thick lines are for increas-
ing strain, and thin lines are for
decreasing strain.
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systems to shallower energy minima, and less aged systems
to deeper energy minima [Fig. 3(d)]. Identical effects have
been observed in molecular simulations of simple atom-
istic systems [22].

The values of hEsi and hBsi for these strained systems
are shown in Fig. 2, where they are compared to results for
equilibrated systems and for systems undergoing thermal
aging. The states produced by mechanical deformation are
characterized by different combinations of hEsi and hBsi,
which shows that these states are distinct from equilibrium
states and states traversed by the system during thermal
aging. In other words, large strains do not literally rejuve-
nate the system, but the states produced by large strains
may resemble the higher temperature states in some ways
(e.g., depths of energy minima, characteristic relaxation
times). Thus, the extent of aging cannot be fully described
by only one variable, whether this one variable is a fictive
temperature or a relaxation time.

Results at finite temperature and strain rate were also
obtained by carrying out MC simulations after each strain
increment. These results, shown in Fig. 2, demonstrate that
the picture that emerges from the results in the zero-
temperature and zero-strain-rate limits is also appropriate
at finite temperatures and strain rates.
02550
To understand why large mechanical deformation pro-
duces states that are distinct from high temperature states,
the behavior in an N-K model with N � 4 and K � 3 is
analyzed—the small dimensionality of this N � 4 model
allows the complete characterization of the system.
Figure 4 shows all energy minima (gray lines) for this
model with one set of model parameters (ai and bi). The
depths of energy minima change as the system is strained.
The number of energy minima also change with strain, due
to their creation and destruction [36,37]; there are 3 energy
minima at zero strain, but the number of energy minima
varies between 2 and 6 for strains between 0 and 1. The
black lines in Fig. 4 show how the state of the system
changes as strain is increased in the zero-temperature and
zero-strain-rate limits: the system remains in an energy
minimum until this minimum is destroyed, at which point
it relaxes to a different energy minimum by the steepest
descent path. As a result of these athermal dynamics, all 3
initial states move to the identical state for � > 0:71 (and
thus will be in identical states thereafter, even if the strain
is reversed). In contrast, the dynamics due to thermal
fluctuations would cause all energy minima to be visited
at high temperature. Thus, the athermal dynamics due to
mechanical deformation, and the thermal dynamics at high
6-3



FIG. 4. Changes in the state of an N � 4 system as the system
is strained. These results are for a single system (not ensemble
averages). Gray lines show the energies of all energy minima.
Black lines show the state of the system, when the system
initially occupies (at zero strain) the (a) high energy state,
(b) low energy state, and (c) middle energy state.

PRL 96, 025506 (2006) P H Y S I C A L R E V I E W L E T T E R S week ending
20 JANUARY 2006
temperature, produce different occupancies of energy min-
ima and thus different states of the system.

In summary, the present investigation shows that me-
chanical deformation does not really rejuvenate a material,
because it does not bring the material to states that char-
acterize earlier stages in the aging process. This behavior is
a consequence of the ruggedness of the landscape (i.e., the
existence of many local energy minima), rather than any
particular microstructure of the material, and thus is ex-
pected to be relevant to all types of disordered materials.

This material is based upon work supported by the
National Science Foundation under Grant No. DMR-
0402867.
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