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Fourier’s Law from Schrödinger Dynamics
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We consider a class of one-dimensional chains of weakly coupled many level systems. We present a
theory which predicts energy diffusion within these chains for almost all initial states, if some concrete
conditions on their Hamiltonians are met. By numerically solving the time dependent Schrödinger
equation, we verify this prediction. Close to equilibrium we analyze this behavior in terms of heat
conduction and compute the respective coefficient directly from the theory.
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FIG. 1. Heat conduction model: N coupled subunits with
ground level and band of n equally distributed levels (�E �
1). Black dots refer to used initial states.
Almost 200 years ago Fourier conjectured that tempera-
ture (or as we know today: energy) tends to diffuse through
solids once close enough to equilibrium. His results may be
stated in the following form

@
@t
u�T�x; t�� � c�T�

@
@t
T�x; t� � r � ��rT�; (1)

where u�T�x; t�� is the energy density at point x and time t,
T the temperature, c�T� � @u

@T the specific heat capacity, and
� the thermal conductivity. Despite the ubiquitous occur-
rence of this phenomenon, its explanation on the basis of
some reversible microscopic dynamics remains a serious
problem [1,2].

One approach to this subject is the Peierls-Boltzmann
theory [3]. To explain the emergence of energy diffusion
through an isolator based on quantum theory, Peierls es-
sentially proposed a modified Boltzmann equation. He
replaced classical particles by quantized quasiparticles
such as phonons and assumed statistical transition rates
taken from Fermi’s golden rule for the collision term. This
concept faces conceptual shortcomings, though quantized
normal modes are treated as classical particles, i.e., as
being always well localized in configuration as well as
momentum space. Furthermore, in order to exploit
Fermi’s golden rule in a classical picture, the complete
actual quantum state of a phonon mode is discarded and
only the mean occupation number is kept which is then
treated as classical number of particles. Because of the
neglect of any phases, this is called the random phase
approximation and, as Peierls himself points out, so far
lacks concrete justification.

Another concept addressing the occurrence of regular
heat conduction is the Green-Kubo formula. Derived on the
basis of linear response theory it has originally been for-
mulated for electrical transport [4,5]. In this context the
current is viewed as the response to a perturbative electri-
cal potential which can be expressed as a part of the system
Hamiltonian. But eventually the Green-Kubo formula boils
down to a current-current autocorrelation, thus it can
ad hoc be transferred to heat transport simply by replacing
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the electrical current by a heat current [6]. However, the
justification of this replacement remains an open problem
since there is no way of expressing a temperature gradient
in terms of an addend to the Hamiltonian [remarkably
enough, Kubo himself comments on that replacement in
a rather critical way [4] ]. Despite these unsolved ques-
tions, it has become a widely employed technique [7–9].

To overcome this problem such Kubo scenarios have
recently been transferred from Hilbert to Liouville space,
where temperature gradients may be formulated in terms of
operators [10]. The method reveals normal heat transport
[11,12] in very small quantum systems. However, it is
numerically challenging especially for larger systems.

In this Letter we introduce yet another approach to heat
transport within quantum systems, based on the Hilbert
space average method (HAM) [13–15]. To demonstrate the
emergence of heat diffusion directly from first principles
(Schrödinger equation) we apply HAM to an appropriate
‘‘modular design model,’’ a weakly coupled chain of iden-
tical subsystems (cf. Fig. 1). HAM predicts that, if the
model meets certain criteria [cf. (14)] the local energy
current between two adjacent subunits simply depends
linearly on the difference of their inner energies. (For
spatially small subunits: on the local gradient of the en-
ergy.) This diffusive behavior is, slightly reformulated
[applying the continuity equation for the energy density
@u
@t � r � j to (1)], exactly what Fourier’s law states

j � ��rT�u�x; t�� � ��
@T
@u
ru � �

�
c
ru�x; t�; (2)
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where j is the energy current density. To verify HAM we
test its predictions for small systems (up to ten subunits) by
solving the corresponding time dependent Schrödinger
equation numerically. HAM, however, allows for a distinc-
tion between diffusive and nondiffusive behavior and pro-
duces the diffusion constant [cf. (10)] directly for
arbitrarily large systems.

The class of systems we are going to analyze is depicted
in Fig. 1, with the Hamiltonian

Ĥ �
XN
��1

Ĥloc��� � �
XN�1

��1

V̂��;�� 1�: (3)

Here N identical subunits are assumed to have a nonde-
generate ground state and a band of n exited states each,
equally distributed over some bandwidth �� such that the
bandwidth is small compared to the local energy gap �E
(see Fig. 1, ��	 �E, �� in units of �E). These subunits
are coupled by an energy exchanging next neighbor inter-
action V̂��;�� 1�, chosen to be a (normalized) random
Hermitian matrix allowing for any possible transition such
as to avoid any bias. (Our results will turn out to be
independent of the exact form of the matrix.) We choose
the next neighbor coupling to be weak compared to the
local gap (�	 �E, � in units of �E). This way the full
energy is approximately given by the sum of the local
energies and those are approximately given by
h �t�jĤloc���j �t�i � �EP� where P� is the probability
to find the �th subsystem in its excited state. This clean
partition of the Hamiltonian into a strong local and a weak
interaction part allows for a unique definition of both, a
local energy (respectively temperature) as well as a local
current. Again, this oversimplified model is primarily
meant to demonstrate the possible direct emergence of
diffusive behavior from Schrödinger dynamics. (For the
impact of our results on more realistic systems see the end
of this Letter.)

The Hilbert space average method is in essence a tech-
nique to produce a guess for the value of some quantity
defined as a function of j i if j i itself is not known in full
detail, only some features of it. Here it is used to produce a
guess for some expectation value h jÂj i if the only
information about j i is the given set of expectation values
h jP̂�j i � P�. (Thus, P̂� is the projector projecting out
the subspace which corresponds to the �th subsystem
occupying its excitation band, rather than its ground state.)
Such a statement naturally has to be a guess, since there are
in general many different j i that are in accord with the
given set of P� but produce possibly different values for
h jÂj i. The key question for the reliability of this guess,
thus, is whether the distribution of the h jÂj i’s produced
by the respective set of j i’s is broad or whether almost all
those j i’s yield h jÂj i’s that are approximately equal. It
can be shown that if the spectral width of Â is not too large
and Â is high dimensional almost all individual j i yield an
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expectation value close to the mean of the distribution of
the h jÂj i’s and thus the HAM guess will be reliable [see
Fig. 3 and furthermore [14] ]. To find that mean one has to
average with respect to the j i’s. This is called a Hilbert
space average A and denoted as

A � Tr fÂ �̂g with �̂ :� ��j ih j��fh jP̂�j i�P�g: (4)

This expression stands for the average of h jÂj i �
Tr fÂj ih jg over all j i that feature h jP̂�j i � P� but
are uniformly distributed otherwise. Uniformly distributed
means invariant with respect to all unitary transformations
Û that leave P� unchanged, i.e., h jÛyP̂�Ûj i � P�.
Thus the Û’s are specified by �Û; P̂�� � 0. How is �̂ to
be computed? Any such Û has to leave �̂ invariant, i.e.,
�Û; �̂� � 0. Furthermore, �̂ has to obey Tr f�̂P̂�g � P�.
Those conditions uniquely determine �̂ as

�̂ �
X
�

P�
n
P̂�; (5)

i.e., an expansion in terms of the projectors P̂� themselves.
How can this be exploited to describe the dynamics of

our system? Consider the full system’s pure state at some
time t, j �t�i. Let D̂��� be a time evolution operator
describing the evolution of the system for a short time,
i.e., j �t� ��i � D̂���j �t�i. This allows for the compu-
tation of the probabilities P� at time t� � finding the �th
system somewhere in its excited band

P��t� �� � Tr fD̂���j �t�ih �t�jD̂y���P̂�g: (6)

Assume that rather than j �t�i itself only the set of expec-
tation values P� is known. The application of HAM pro-
duces a guess for the P��t� �� based on the P��t� through
replacing j �t�ih �t�j by the above �̂

P��t� �� 

X
�

P�
n

Tr fD̂���P̂�D̂
y���P̂�g: (7)

In the interaction picture the dynamics of the full system
are only controlled by the interaction V̂�t�. The time evo-
lution is generated by the corresponding Dyson series.
Thus, assuming weak interactions (7) may be evaluated
to second order with respect to the interaction strength
using an appropriately truncated Dyson series for D̂���.
This yields after extensive but rather straight forward
calculations

P��t� �� 
 f����P��1�t� � P��1�t� � 2P��t��; (8)

f��� :�
2

n

Z �

0

Z �0

0
Tr fV̂��00�V̂�0�gd�00d�0: (9)

The above integrand is essentially the same environmental
correlation function that appears in the memory kernels of
standard projection operator techniques. Those correlation
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FIG. 2. Probability to find the excitation in the � � 1; 2; 3
system. Comparison of the HAM prediction (lines) and the exact
Schrödinger solution (dots). (N � 3, n � 500, � � 5� 10�5,
�� � 0:05).
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functions typically feature some decay time �c after which
they vanish. Thus, i.e., integrating them twice yields func-
tions that increase linearly in time after �c. Hence, for � >
�c one simply gets f��� � 	�, where 	 has to be computed
from (9) but typically corresponds to a transition rate as
obtained from Fermi’s golden rule, i.e.,

	 �
2
�2n
@��

: (10)

Assuming that the decay times of the correlation functions
are small one can transform the iteration scheme (8) into a
set of differential equations

dP1

dt
� �	�P1 � P2�; (11)

dP�
dt
� �	�2P� � P��1 � P��1�; (12)

dPN
dt
� �	�PN � PN�1�: (13)

Applying a discrete version of the continuity equation,
dP�=dt � J��1 � J�, to (11)–(13) yields J� :�
�	�P��1 � P��. This reduces to (2), i.e., Fourier’s law,
with 	 � �=c.

The above scheme, however, only applies if the dynam-
ics of the system are reasonably well described by a Dyson
series truncated at second order also for times � larger than
�c. This and similar arguments yield the following neces-
sary conditions for the above described occurrence of
diffusive transport

2�
n
��
� 1; �2 n

��2 	 1: (14)

We checked by numerically integrating the Schrödinger
equation (see below) that no diffusive transport as de-
scribed by (11)–(13) results if those criteria are violated.
[For a more detailed description of HAM and its various
implications, see [14,15].]

To analyze validity and performance of HAM we com-
pare its results with data from a direct numerical integra-
tion of the Schrödinger equation. This is, of course, only
possible for systems small enough to allow for the latter.
Hereby we restrict ourselves to initial states with only one
subsystem in the exited band (all others in the ground level,
black dots in Fig. 1). Finding an effective Hamiltonian for
the one-excitation subspace we are able to solve the
Schrödinger equation for up to N � 10 subsystems, n �
500 levels each. First restricting to N � 3, the numerical
results together with the HAM predictions for an initial
state with P1 � 1, P2 � P3 � 0 are shown in Fig. 2 (N �
3, n � 500, �� � 0:05, � � 5� 10�5). There is a reason-
ably good agreement. To investigate the accuracy of the
HAM for, e.g., P1�t�, we introduce D2

1, being the time-
averaged quadratic deviation of the exact (Schrödinger)
result for P1�t� from the HAM prediction
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D2
1 �

	
5

Z 5=	

0
�PHAM

1 �t� � Pexact
1 �t��2dt: (15)

To analyze how big this ‘‘typical deviation’’ is, we have
computed D2

1 for a N � 3 system with the first subunit
initially in an arbitrary excited state, for different numbers
of states n in the bands. As shown in Fig. 3, the deviation
scales like 1=nwith the band size, i.e., vanishes in the limit
of high-dimensional subunits. This behavior does not come
as a complete surprise since it has theoretically been con-
jectured and numerically verified in the context of equilib-
rium fluctuations of non-Markovian systems [14,16]. The
inset of Fig. 3 shows that D2

1 goes down also with increas-
ing number of subunits N but then levels off. Altogether
HAM appears to be applicable even down to moderately
sized systems. So far we have restricted ourselves to pure
states. A drastic further reduction ofD2 can be expected for
mixed states (which are typical in the context of thermo-
dynamical phenomena), since pure state fluctuations can
be expected to cancel partially if added together.

So far we have considered energy diffusion through the
system only. The final state should approach equipartition
of energy over all subunits (see Fig. 2)—a thermal equi-
librium state [see [14] ]. Close to this equilibrium we
expect the system to be in a state where the probability
distribution of each subunit is approximately canonical
(Gibbs state) but still with a slightly different temperature
2-3
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FIG. 4. Heat conductivity (16) over temperature for a system
with n � 500, �� � 0:05, and � � 5� 10�5.
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T� for each site (see Fig. 2 for t > 1000). Specializing in
those ‘‘local equilibrium states’’ and exploiting the HAM
results (11)–(13) allows for a direct connection of the local
energy current between any two adjacent subunits with
their temperature gradient �T � T1 � T2 and their mean
temperature T � �T1 � T2�=2. Since this connection is
found to be linear in the temperature gradient one can
simply read off the temperature dependent heat conductiv-
ity [cf. (2)]

� �
2
k�2n2

@��

�
�E
kT

�
2 e��E=kT

�1� ne��E=kT�2
; (16)

as displayed in Fig. 4. For our (simple) model this is in
agreement with � � 	c [as stated after (11)–(13)], if one
inserts for c the specific heat of one subunit. The result of
Fig. 4 is similar to the thermal conductivity of gapped
quantum spin chains as calculated by the ‘‘Liouville space
method’’ [11].

What impact do those results for our ‘‘design model’’
have on real physical systems? For an application of HAM
one has to organize the system as a ‘‘net structure’’ of
weakly coupled subunits in the sense of (14). If this can be
established HAM predicts that energy will diffuse from
subunit to subunit, irrespective of whether the coupled
subunits form a one- or a more-dimensional net structure.
Such a structure may be achieved by coarse graining
periodic systems like spin chains, crystals, etc. in entities
containing many elementary cells and taking the meso-
scopic entities as the subunits proper and the effective
interactions between the entities as the couplings. This
way increasing the ‘‘grain size’’ will result in higher state
densities within the subunits and relatively weaker cou-
plings such that above minimum grain size the criteria (14)
may eventually be fulfilled.

Of course, the resulting subunits cannot generally be
expected to feature the same gapped spectral structure as
our design model. [Although there are, e.g., spin systems
which do so [11,17].] HAM also applies to multiband
subunits. Then, for normal transport, the bands and their
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couplings that mediate the transport should obey the crite-
rion (14) individually. If this is the case the gaps between
the bands are dispensable. Only the bandwidth has to be
small compared to the mean band energy. Thus, even a
continuous spectrum may be spectrally coarse grained to
fulfill (14). This generally yields different energy diffusion
constants 	 for different bands. Nevertheless a concrete
temperature dependent conductivity � would result for
close to equilibrium states. Thus HAM should be appli-
cable also to more realistic systems, and work in that
direction is underway.

In conclusion we have shown that already a simple
modular quantum system can give rise to diffusive energy
transport. These results are attained based on a new effi-
cient approximation scheme and confirmed by a full
Schrödinger analysis.
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