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Paired Gap States in a Semiconducting Carbon Nanotube: Deep and Shallow Levels
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Several paired, localized gap states were observed in semiconducting single-wall carbon nanotubes
using spatially resolved scanning tunneling spectroscopy. A pair of gap states is found far from the band
edges, forming deep levels, while the other pair is located near the band edges, forming shallow levels.
With the help of a first-principles study, the former is explained by a vacancy-adatom complex while the
latter is explained by a pentagon-heptagon structure. Our experimental observation indicates that the
presence of the gap states provides a means to perform local band-gap engineering as well as doping
without impurity substitution.
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For the development of future electronic devices, carbon
nanotubes (CNTs) have been considered as model one-
dimensional systems. Various unit electronic devices in-
cluding logic gates have been demonstrated using CNTs
[1,2]. It was suggested that the device characteristics could
be controlled by functionalized CNTs with inserted mole-
cules, atomic defects, and chemical dopants [3–6]. With
inserted molecules, for example, the band gaps of semi-
conducting CNTs can be locally engineered. Inherent
atomic defects are often found at intramolecular junctions,
joining two different CNTs. The junction defects were
studied and understood in analogy to conventional bulk-
bulk interfaces [7–10]. Without junction structures, how-
ever, atomic defects are often present on the wall of a single
CNT [11–20]. Such simple atomic defects are much more
abundant than junction defects in as-grown CNTs. It was
reported, on the basis of transmission electron microscopy,
that simple atomic defects, created by electron irradiation,
may initiate diameter reduction of CNTs, followed by
breaking of the whole structure [11,12]. It was suggested
that the simple atomic defects can play a crucial role in the
mechanical ductility and electrical resistivity of CNTs
[15–19]. Atomic defects in CNTs may be classified into
two different types. One is the Stone-Wales type whose
basic unit is a pentagon-heptagon structure. Here, the net-
work topology deviates from the six-membered hexagon
structure. The other is the vacancy-adatom type whose
basic unit is a vacancy and/or an adatom on the CNT
wall, resulting in a local deficiency or excess of carbon
atoms. There have been extensive theoretical studies for
these two types of atomic defect [11–20], but no quantita-
tive analysis has been reported in comparison with actual
experimental observations so far.

In this Letter, we report on the electronic local density of
states (LDOS) of a semiconducting CNT, measured with a
low-temperature scanning tunneling microscope (STM).
Several paired, localized gap states are studied with spa-
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tially resolved scanning tunneling spectroscopy (STS), and
two pairs are analyzed and reported here. One pair of gap
states is explained by a vacancy-adatom complex, while
the other pair is explained by a pentagon-heptagon struc-
ture. The latter states merge with the valence and conduc-
tion band edges, exhibiting a narrowing of band gap of a
semiconducting CNT.

Single-wall CNTs were sonicated for >1 h in dichloro-
ethane to produce a uniform colloidal suspension. An
Au(111) substrate was cleaned by repeated cycles of sput-
tering and annealing in ultrahigh vacuum (UHV). After
that, a droplet of the CNT suspension was dispersed onto
the Au(111) substrate with a glass pipette. To avoid con-
tamination in the ambient environment, we performed this
procedure in a glove box, filled with pure Ar gas, con-
nected to the UHV chamber through a load-lock system.
When the solvent in the droplet was completely dried on
the Au(111) substrate, the sample was put back into the
UHV chamber with a STM. In the UHV chamber, the
sample was heated again up to �150 �C to remove any
residual solvent. We observed isolated and bundled CNTs.
Well-known herringbone reconstructions were observed on
some parts of the sample, even after these consecutive
UHV-Ar environment-UHV procedures. All the measure-
ments were done with our home-built low-temperature
STM [21], which can be operated at 4.7 or 78 K.

Figure 1(a) shows a STM image and Fig. 1(b) shows a
close-up view of a derivative STM image of a CNT. The
STS data (LDOS map) of the CNT is shown in Fig. 1(c).
Atomic structures are clearly resolved in the derivative
STM image. On the basis of the LDOS map in Fig. 1(c),
which will be explained shortly, the CNT can be divided
into four regions labeled as A, B, C, and D. The atomic
patterns of regions B and C are dissimilar to those of
regions A and D in Fig. 1(a), implying that both topo-
graphical and/or electronic structures are different in these
two regions. The value of dI/dV is approximately propor-
2-1 © 2005 The American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.95.166402


Energy (eV)

-1.0 -0.5 0.0 0.5 1.0

dI
/d

V
 (

a.
u.

)

A 

B 

C 

D 

I II 

III IV 

FIG. 2. Sampled STS data, from regions A to D of Fig. 1(c).
The curves from B, C, and D are shifted for clearer presentation.
The arrows indicate gap states.
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FIG. 3. Horizontal line profiles of Fig. 1(c). The profile I is at
0.12 eV, II is at 0.24 eV, III is at 0.02 eV, and IV is at 0.48 eV. The
profiles of II, III, and IV are shifted upward for clearer presenta-
tion.

FIG. 1 (color online). (a) A STM image with a CNT. The
image size is 60� 39 nm. (b) A derivative STM image. This
is zoomed from the rectangle area of (a). The image length is
13.5 nm. (c) The spatially resolved LDOS map (STS data) for the
CNT (a). On the basis of the STS data, the CNT is divided into
regions A, B, C, and D, respectively. The labels I, II, III, and IV
are the energy levels for gap states.
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tional to the LDOS [22]. In this experiment, the map of dI/
dV is obtained by the lock-in technique, as a function of
both the position along the CNT axis and the sample bias
voltage. The fixed tunneling gap for dI/dV was set by the
tunneling current during the sampling time period, in
sample-and-hold mode. The result is presented as a two-
dimensional image, in which brightness is proportional to
the LDOS, as shown in Fig. 1(c). Figure 2 shows four
LDOS spectra sampled from regions A to D. In practice,
they are the selections of vertical line profiles from
Fig. 1(c).

In Fig. 1(c), region A shows the typical shape of an
LDOS map for semiconducting CNTs. The valence band
maximum (VBM) is located at�0:08 eV, and the conduc-
tion band minimum (CBM) is located at 0.46 eV. Between
the VBM and the CBM, the LDOS is absent in region A,
as shown in Fig. 2 (spectrum A). Thus, the CNT is semi-
conducting with a band gap of 0.54 eV and is p type.
CNTs are often observed to be p type, which is understood
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in terms of charge donation to the substrate, due to
the work function difference between an Au(111) substrate
(�5:3 eV) and CNTs (�4:8 eV). The energy levels of both
the CBM and the VBM are constant throughout regions A
and B. In region B, there is an additional pair of localized
states within the band gap. One is located at 0.12 eV, and
the other is located at 0.24 eV, in Fig. 2 (spectrum B, the
lower state labeled I, and the higher one II). Since they are
almost at the center of the band gap and far from the band
edges, they can be termed deep levels, following the nam-
ing convention for bulk semiconductors. In Fig. 3, the
horizontal (or spatial) line profiles of the LDOS map are
shown for these deep levels I and II. The spatial locations
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FIG. 4 (color online). Atomic model and band structure of
semiconducting CNTs with defects. (a) Atomic model of a
vacancy-adatom complex on the (17,0) CNT, (b) band structure
corresponding to the (17,0) CNT with the vacancy-adatom
complex in (a).
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of these deep levels are coincident, and the amplitude
distributions resemble each other. The pair of deep levels
originates from a single defect structure which will be
discussed later. The decay lengths of the deep levels are
estimated to be �2 nm.

In Fig. 2, the spectrum C shows peaks at 0.02 and
0.48 eV (the lower state labeled III and the higher one
IV). The apparent band gap in region C is smaller than that
in region A (and B), as shown in Fig. 1(c). It was predicted
by the first-principles theory that a pentagon-heptagon
structure induces shallow levels (again following the nam-
ing convention for bulk semiconductors) and that they can
be resonating or merging with band edges [4,10]. When the
gap states in the shallow level merge with band edges, the
band gap may look locally narrowed. In Fig. 3, the hori-
zontal (or spatial) line profiles of the LDOS map are shown
for these two states. Both of them are localized in region C
with a decay length of �3 nm. Since their amplitudes are
almost the same and also their spatial distributions are
comparable to the pentagon-heptagon defect states in
Ref. [10], we conjecture that these localized states are
caused by a pentagon-heptagon structure. According to
Hückel’s rule [23], a hexagon (with 6 � electrons) is
more stable than a pentagon (with 5 � electrons) or a
heptagon (with 7 � electrons). Thus, a heptagon gives up
an electron to its neighbors and produces a donor level in
semiconducting CNTs. Similarly, a pentagon produces an
acceptor level. The observed lower energy state at 0.02 eV,
therefore, is assigned to be a shallow acceptor level pro-
duced by a pentagon, while higher energy state at 0.48 eV
is a shallow donor level produced by a heptagon. The
pentagon-heptagon structure producing the pair of gap
states, is unfortunately not well resolved in our STM
images, probably because they are located at a side or
bottom wall of the CNT, which the STM tip cannot access.

In order to understand the observed spectra in more
detail, we have performed a first-principles study, based
on the density functional theory [24] with a local density
approximation [25] for the exchange-correlation term. We
have used the SIESTA code [26]. The ionic potential is
described by the norm-conserving Troullier-Martins
pseudopotential [27]. We expand the wave functions in a
double-zeta basis set with an energy cutoff (for real space
mesh points) of 80 Ry. We choose a (17,0) zigzag CNT of
�13:4 �A in diameter. The supercell in the lateral direction
is larger than 25 Å and it has 5 unit cells in the tube axis
direction.

At first, to understand deep levels, we tested many
different vacancy-adatom geometries. Vacancies alone do
not reproduce the experimental spectra of two deep levels.
When we introduce a vacancy-adatom complex (a vacancy
plus 1 C atom outside the wall), as illustrated in Fig. 4(a),
two unoccupied flat levels are produced in the semicon-
ducting gap region, as plotted in Fig. 4(b). The energy
spacing between the two flat bands is 0.13 eV, in agreement
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with experimental data in region B in Figs. 1(c) and 2. The
calculated energy position of the gap states is slightly
higher than experiment. In the relaxed geometry of the
vacancy-adatom complex, two of three carbon atoms
around the vacancy rebond and the adatom bonds to the
third atom to saturate the dangling bond. Our results have
similar features to other theoretical works [20]. Previously
we and anther group performed extensive calculations
[10,28] for various pentagon-heptagon defect structures
and obtained two shallow levels, one acceptorlike and the
other donorlike, which we will not present here again.
Although our model in Fig. 4 is not the only one to
reproduce experimental observations, it is one of the sim-
plest local defects which show the major features of the
experiment.

The magnitude of the imaginary wave vector (inverse of
the decay length) in the band gap is proportional to
jEc�V� � Edj

1=2 where Ec�V� is the energy of the CBM
(VBM) and Ed is the energy of the defect state. As ex-
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pected from this, Fig. 3 shows that the shallow level
extends more than the deep level. The lifetime of electrons
in a localized state can be estimated with the linewidth of
the LDOS spectrum. The linewidths of the deep levels are
measured to be �0:1 eV. They are determined by the
instrumental broadening and a value proportional to the
inverse lifetime. Since the linewidths of the shallow levels
are �50% larger than those of deep levels, the lifetimes of
shallow levels may be shorter than those of deep levels.
Finally, in region D, there is a parallel upward shift of
conduction and valence band edges. This parallel shift may
occur when this local area loses more charge to the sub-
strate, possibly due to a better contact, than the other parts
of CNT.

In summary, several paired gap states were observed in a
semiconducting single-wall carbon nanotube with spatially
resolved scanning tunneling spectroscopy. A pair of gap
states, forming deep levels, is caused by a vacancy-adatom
complex. The other pair of gap states, manifesting itself in
the merged shoulder structure of band edges in LDOS
spectra, is analyzed and assigned as having shallow accep-
tor and donor levels. The shallow levels are explained by a
pentagon-heptagon structure. This experimental observa-
tion confirms a recent theoretical prediction that induced
gap states can work as a means to achieve doping and local
band-gap engineering as well as doping without impurity
substitution.
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