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Probing Hot and Dense Laser-Induced Plasmas with Ultrafast XUV Pulses
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In this Letter, we demonstrate the instantaneous creation of a hot solid-density plasma generated by
focusing an intense femtosecond, high temporal contrast laser on an ultrathin foil (100 nm) in the
1018 W=cm2 intensity range. The use of high-order harmonics generated in a gas jet, providing a probe
beam of sufficiently short wavelengths to penetrate such a medium, enables the study of the dynamics of
this plasma on the 100 fs time scale. The comparison of the transmission of two successive harmonics
permits us to determine the electronic density and the temperature with accuracies better than 15%, never
achieved up to this date in the regime of laser pulses at relativistic intensity.
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In the past years, thanks to the development of both
ultraintense and ultrahigh-contrast lasers, the study of sol-
ids in yet inaccessible matter states, namely, hot dense
matter, has become possible. In this context, a number of
fundamental processes have been discussed, such as vac-
uum heating [1], relativistic harmonics generation [2,3], or
penetration of ultraintense light into dense matter through
the anomalous skin effect, hole boring, or self induced
transparency [4].

Recently a strong growing interest has appeared for thin
foils as efficient targets for the generation of multi-MeV
ions [5,6] and collimated proton beams [7].

Investigations of the dynamics of plasmas at solid den-
sity suffer from the complexity to set up efficient diagnos-
tics and also from the high sensitivity of thin foils to the
laser pedestal causing prematurely its expansion.

In contrast to low-density plasmas, dense plasmas can-
not be studied using optical probes in the visible domain.
Light with a given wavelength � will be reflected once the
electron density exceeds the critical density ncr �cm�3� �
1:1� 1021 cm�3=�� ��m��2. In addition, light is refracted
for even slightly lower density if the medium exhibits a
sharp density gradient. Large deflection angles imply sig-
nificant spatial blurring and reduce the spatial resolution.
These two adverse effects (reflection and refraction) can be
significantly reduced by using a short wavelength probe.
This explains why XUV techniques provide the essential
means of probing dense samples in a wide range of scien-
tific endeavors such as inertial confinement fusion, laser-
plasma interaction physics, as well as high temperature
and high density laboratory plasmas for astrophysics.
Based on XUV wavelengths, a lot of time-dependent tech-
niques have been developed going from the nanosecond [8]
to the picosecond [9,10] time scale. Recently, using an
x-ray laser, a picosecond imagery interferometric method
has been demonstrated and utilized to provide two-
dimensional maps of overdense plasmas on the picosecond
time scale [11].
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Subpicosecond temporal resolution requires ultrashort
duration sources. A pioneering study using high-order
harmonics of laser light generated in a gas jet [12] was
done by Theobald et al. [13]. By measuring the harmonics
absorption, they demonstrated for the first time the rele-
vance of this source, allowing for the determination of the
electron density and temperature of a plasma generated on
a thin foil in the 1014 W=cm2 range using a 0.7 ps, 248 nm
KrF laser.

To produce solid-density plasmas in the high inten-
sity range, it is necessary to improve significantly the
contrast ratio of the laser pulse. Indeed, because of either
imperfect compression or amplified spontaneous emis-
sion (ASE), background light accompanies the short in-
tense pulse at the focus. With peak intensities around
1018 W=cm2 and a typical contrast ratio of 106, the ped-
estal alone is sufficiently powerful to create a preplasma
well before the arrival of the main pulse. As a consequence,
the high intensity part of the laser pulse interacts with
a plasma with a non-negligible density gradient instead
of a quite sharp interface between vacuum and solid-
density matter. Hence the laser energy is deposited closer
to the critical density region of a long scale length plasma
rather than directly at solid density, corrupting the direct
instantaneous heating of the matter at solid density.
Recently, significant progress in the ASE suppression
have been accomplished with the so-called plasma mir-
ror (PM) [14,15]. This is an optical switch, triggered by
the main pulse itself. The laser beam is sent on a low
reflectivity vacuum-dielectric interface which transmits
most of the pedestal, whereas the main pulse is reflected
by the self generated overcritical plasma. This tool has
been used to observe well collimated high-order harmonics
from massive solid targets [16]. However, although the
experimental observations strongly indicated that the pre-
plasma was properly suppressed before the main inter-
action, a direct demonstration of its absence was not
achieved.
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In this work, using a PM, we probe a solid-density
plasma produced by the interaction of a relativistic highly
contrasted laser pulse with an ultrathin foil by measuring
the absolute transmission (in percent of the incident beam)
of high-order harmonics generated in a gas jet. We will
clearly show by imaging the interaction zone, using as a
probe a near infrared (800 nm) pulse, that the reflection/
refraction of the probe occurs only after the passage of the
main pulse providing the evidence that no overdense
plasma is generated before the main pulse. In a second
step, by using XUV wavelengths, we will measure the
actual electronic density and thus prove that the plasma
is indeed created at the solid density. The subsequent
evolution is then followed on the picosecond time scale
and the confrontation with hydrodynamic simulations al-
lows for a determination of the electronic temperature.

In our experiment, the plasma is generated by the main
pulse of the UHI10 laser (SLIC facility, Saclay, France),
which provides pulses of 600 mJ in 60 fs at 800 nm. The
experimental setup is reported in Fig. 1. The laser beam,
focused with an f=6 off-axis parabola (f � 500 mm), is s
polarized on the target as well as onto the PM surface in
order to maximize the PM reflectivity once triggered. In
order to adjust the incident fluence on the PM to about
60 J=cm2 [15], it is set 12 mm before the focus. Under
these conditions, the contrast can be improved by a factor
� 200, while keeping a peak reflectivity of 70%. As de-
tailed in [16], the intensity on the target is then as high as
3� 1017 W=cm2, with a nanosecond temporal contrast of
at least 108. The target consists of a 100 nm-thick self-
supporting polypropylene foil �C3H6�n with a density of
0:9 g=cm3. This foil, maintained between two aluminum
drilled plates, is moved at each shot to show an intact area.

An auxiliary low-energy IR beam is used to probe the
time-dependent target transmission. The beam crosses the
foil with an angle of 47	 and a time delay line is used to
adjust the pump-probe delay. This beam is defocused in
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FIG. 1 (color online). Schematic experimental setup. The
main 10 TW IR beam is focused onto a thin polypropylene
foil. A plasma mirror filtering the laser pedestal is set before the
focus. An IR probe beam can be used to image the foil trans-
mission. A gas jet can be inserted to generate high-order har-
monics, analyzed after propagation through the foil by an XUV
spectrometer.
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order to illuminate a much larger spot (2 mm) than the
pump beam waist (50 �m). The transmitted probe beam is
imaged in the target plane onto a CCD camera. Since the
foil is initially transparent to visible light, any reduction of
the probe transmission reveals the creation of a plasma.
The temporal synchronization of both pump and probe
beams is achieved by using a dielectric plate placed right
beneath the foil target by probing the creation of the optical
damage induced by the pump (strongly attenuated in order
to avoid any influence of the pedestal).

The evolution of the transmission as a function of the
delay between the probe and the pump (the zero delay
represents the temporal superposition) is reported in
Fig. 2(a)—without the PM—and Fig. 2(b)—with the
PM. Without the PM, it appears clearly on the Fig. 2(a)
that, 1 ns before the arrival of the main pulse, an opaque
zone is already present. This originates from the reflection
and/or the refraction of the IR probe on a preplasma. This
result is explained by the interaction with the pedestal of
the pump pulse, creating on the nanosecond time scale an
overcritical plasma evolving insignificantly on the pico-
second range.

Figure 2(b) illustrates the role of the PM. Because of the
contrast improvement, the energy contained in the ASE is
no longer sufficient to ionize the target, so that the plasma
is just created around the peak intensity. As discussed in
[17], the utilization of a transparent target is also expected
to avoid the (neutral) vaporization of the target. The
opaque region corresponding to the overcritical plasma
evolves significantly on a few picoseconds’ time scale
and is also the result of the refraction and reflection of
the probe.

By using the PM and going to shorter wavelengths, we
should now be able to measure directly the initial elec-
tronic density and follow its evolution. The corresponding
setup is presented in Fig. 1. The secondary IR beam of
UHI10 laser is focused with a 1 m focal length lens in a
pulsed argon gas jet to generate harmonics. They are then
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FIG. 2 (color online). Transmission of an 800 nm probe
through a 100 nm thin foil with (up) and without (down) the
presence of a preplasma caused by ASE.
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focused onto the target by a toroidal mirror. The harmon-
ics, being s polarized with respect to the target at an
incident angle of 47	, follow exactly the same path as
the IR beam in the previous set of experiments.
Harmonics transmitted through the plasma are then sepa-
rated in a spectrometer composed of a toroidal mirror and a
gold coated grating (700 lines=mm). The detector is an
ensemble of two microchannel plates coupled to a phos-
phor screen. The spectrum is then imaged onto an 8 bit
CCD camera. We measured that, without pump shot, the
absorption is total through the foil for the H19 and H21.

Since the imaginary part of the plasma refractive index
is a function of both the electronic density and the tem-
perature, the absolute transmission measurement of two
harmonics results in the determination of this couple of
parameters. In order to obtain the best accuracy, we se-
lected two neighboring specific harmonics, chosen so that
their corresponding critical densities enclose the maximum
expected density reached during the experiment. In the
high intensity regime reached herein, the target is expected
to be fully ionized, leading to a maximum 3:1�
1023 cm�3 electronic density. Taking into account the
angle of incidence, the critical densities ncr � 1:1�
1021=��2 � cos2
� of H19 and H21, respectively, 2:9�
1023 and 3:5� 1023, are found to enclose satisfactorily
the plasma density. In these conditions, the transmission
measurement results in a direct determination of the elec-
tronic density with an optimum accuracy better than 
15%
in the 1023 cm�3 range.

In Fig. 3, we display the evolution of the measured
transmission of both harmonics (H19 and H21) as a func-
tion of the delay with the main pump beam. The trans-
mitted signal for both harmonics corresponds to the same
laser shot. The shot to shot stability of the harmonics signal
is better than 5% and the experimental points are obtained
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FIG. 3 (color online). Temporal evolution of the transmission
of H19 and H21 through the plasma. Full lines: calculation.
Inset: respective harmonic spectra for both harmonics for two
shots: one without a target (reference) and for a 1.2 ps delay
between the pump and the probe (arbitrary units).

02500
by the integration of the spectra shown in the inset of Fig. 3.
After each shot, a reference signal is recorded through the
exploded foil. The transmission is then calculated as the
ratio of the signal over the reference. The first shot (ap-
proximately 250 fs before the interaction of the pump with
the target) confirms the results presented in the first part of
the article: with the PM, the foil is intact, the prepulse-free
pump beam interacts hence with a solid density target. The
second shot (which establishes more precisely the zero
delay for plasma expansion), represents in fact exactly
the situation described above, H21 being weakly (
2%)
transmitted while H19 shows no observable transmission.
The electronic density is then consequently comprised
between 2.9 and 3:5� 1023 cm�3, consistent with the
hypothesis of a fully ionized plasma.

After the creation process of the plasma, namely, after
the main pulse (60 fs), the transmission of the harmonics
increases because the plasma expansion begins. It becomes
subcritical for H19 ( < 2:9� 1023 cm�3) after 200 fs, both
density and temperature start to decrease. A qualitative
model of the hydrodynamic evolution on the basis of an
adiabatic expansion was developed in Ref. [13]: assuming
an expansion with increasing plasma size d � d0 � vt,
where v is the relative speed between both outer profile
edges, v & 2�2=�� 1���ZkBTe=mi�

1=2 (mi being the ion
mass) the density and the temperature decrease in time like
ne�t� � ne0�d0=d�t�� and Te�t� � Te0�ne�t�=ne0�

��1, re-
spectively, with � � 5=3. An estimate for the light trans-
mission T in a homogeneous foil of size d can be computed
using Fresnel’s formula for the reflectivity R, giving T �
�1� R�2 exp���d�, where � � ��Te; ne� denotes the ex-
tinction coefficient. We have opted, however, for a more
accurate description of the time evolution of the target by
computing the expansion with a one-dimensional hydro-
dynamic code. Furthermore, the light transmission of both
harmonics is computed by simultaneously solving the
Helmholtz equation (assuming that the light refraction
existing even in the UV region of the spectra is the same
for both harmonics). Indeed, with a thickness of a few
hundred nanometers and a radial extension of tens of
microns, it is reasonable to infer an expansion orthogonal
to the surface justifying a one-dimensional simulation. The
code hence describes the adiabatic rarefaction propagating
into the bulk of an initially almost boxlike shaped density
profile, and thus describes properly the early kinetics, and
follows the expansion afterwards. The temperature and
density profiles inside the bulk are assumed to be uniform
initially, which is reasonable for such ultrathin foils. We
have for simplicity assumed an ideal gas equation of state
(EOS), disregarding heat transport, which is consistent
with an adiabatic model.

For the solution of the Helmholtz equation for
s-polarized light, we use the Drude model in order to
compute the refractive index in which the electron-
ion collision frequency �ei is required. The value of
1-3
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�ei is calculated with Spitzer’s formula, given by
�ei�s

�1� � 2:9� 10�6Z2ni �cm
�3�T�3=2

e;eV ln�, with ln�
being the Coulomb logarithm [18]. The initial electron
density is taken as 3:1� 1023 cm�3, while the value of
Te0 is the only variable allowing to ‘‘adjust’’ the simulation
to the experimental data (besides the uncertainty of the
onset of the rarefaction from the bulk target, assumed to be
of the order of 30–50 fs).

The results are shown in Fig. 3, where the best fit is
obtained for an initial temperature of 220 eV with an
uncertainty of �20 eV (deduced from the spread of the
simulation results staying inside the experimental error
bars), i.e., better than 15%. We hence observe a very
good agreement between experimental data and simula-
tions. The temperature is naturally higher than those seen
in Ref. [13] performed at lower intensity and in the same
range than previewed in the simulations of Ref. [19] for
intensities 
1017 W=cm2 at normal incidence and some-
what different material conditions (aluminum foil).

The assumption of an ideal gas EOS in the simulations
justifies itself by the good agreement with the experimental
results and the sufficiently high temperature deduced. We
have also checked that it is legitimate to neglect radiative
recombination as well as three-body collisions, and hence
to consider Z�� 8� to be constant over the 1.5 ps range
after the main laser pulse. From the simulation we see that
after 1.5 ps, the electron density has dropped from 3:1�
1023 cm�3 to 5� 1022 cm�3 and the electron temperature
from 220 to 65 eV, sufficiently above the Fermi energy
(EF ’ 16 eV). Under these conditions the plasma proves
to be on the lower boundary of an almost ideal state,
moderately coupled, and weakly degenerate: the coupling
coefficient, � � Z2e2n1=3i =�4��0kBTe0� is of the order of
�
 1, and the degeneracy parameter kBTe0=EF * 10. We
find that under such hot and dense plasma conditions where
degeneracy and coupling effects are marginal, Spitzer’s
formula within the Drude model describes quite reliably
the matter dynamics (we checked that degeneracy correc-
tions to �ei do not cause significant change). No extra
absorption processes (e.g., ionization or bound-bound or
free-free transitions) contribute significantly to the absorp-
tion as already seen in [13].

In conclusion, we have demonstrated that the technique
based on high-order harmonics generation probe beams is
suitable to probe overdense plasmas, in particular, over
short time scales with a 100 fs temporal resolution.
Under our laser conditions, and, in particular, thanks to
the ‘‘plasma mirror,’’ we succeeded in accessing an almost
02500
ideal plasma state at solid density and a temperature of
about 220 eV which does not show expansion until the end
of the laser pulse. The temperature, deduced from the
hydrosimulations, is estimated to be precise within an error
of 
15%, as well as the electronic density. The plasma
produced in this work originated from an ultrathin foil
irradiated with an ultra high intensity cleaned laser pulse.
However, we believe that this technique could be used to
probe any laser-produced plasma for applications in igni-
tion problems, highly correlated systems, or intense XUV
produced plasma, in the ‘‘hot and dense’’ matter state, still
experimentally hardly accessible by other means.
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