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Temperature-Dependent Energy Thresholds for Ion-Stimulated Defect Formation in Solids
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Recent simulations and experiments have hinted that the solid temperature may affect the dynamics of
defect formation when the energies of bombarding ions fall below about 100 eV. The present work offers
direct experimental confirmation of this phenomenon through measurements of the energy thresholds for
ion-enhanced surface diffusion of indium on silicon and germanium, where transport rates depend upon
surface defect formation. Such temperature-dependent energy thresholds may offer a new means for
modulating sputtering and defect formation in a variety of ion processing applications.
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Defect formation by bombarding ions plays a key role in
determining the properties of materials in applications such
as plasma enhanced deposition, reactive ion etching, ion
beam-assisted  deposition, and ion implantation.
Adjustment of the solid temperature during ion exposure
sometimes affects the results; such phenomena have been
well studied in the context of plasma etching [1-3], ion
implantation [4—6], and beam-assisted deposition [7].
Higher temperatures are typically thought to enhance
self-annealing and other thermally stimulated processes,
rather than the ion-solid interactions themselves. However,
measurements of beam-assisted deposition [8—12] and sur-
face diffusion [13,14] have hinted that temperature may
directly affect the dynamics of defect formation when ion
energies fall below about 100 eV.

None of the experiments has yielded a conclusive ex-
planation, but recent molecular dynamics simulations [15]
suggest that energy thresholds decrease strongly
(> 0.1 eV/K) as temperature increases. The physical pic-
ture offered by the simulations was not entirely clear,
however, and lacked direct experimental confirmation.
The present work offers a clearer picture, together with
experimental confirmation of the primary simulation re-
sults through measurements of the energy thresholds for
ion-enhanced surface diffusion of indium on silicon and
germanium, where transport rates depend upon defect for-
mation at or near the surface.

Surface diffusion was measured in ultrahigh vacuum via
optical second harmonic microscopy [16,17]. This method
directly images the micrometer-scale evolution of a one-
dimensional submonolayer step concentration profile that
is created with a molecular beam and retractable mask.
Illumination of the profile with a pulsed laser generates
second harmonic light in reflection, whose (small) yield
varies with adsorbate concentration and therefore with
position on the surface. Independent calibration of yield
vs concentration via Auger electron spectroscopy permits
direct conversion of raw second harmonic images into
concentration  profiles.  Straightforward Boltzmann-
Matano analysis then provides the diffusivity D.
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We have used this microscopy to measure thermal dif-
fusion of indium on Si(111) [18—-20] and Ge(111) [21] as
well as ion-influenced surface diffusion of Ge on Si(111)
[13,14]. We chose indium as the adsorbate for the present
work because indium diffuses fairly quickly on both Si and
Ge and therefore offers good precision for the energy
threshold measurements. The basic methodology has
been described previously [13,14], except that the present
experiments employed a new custom ion source capable of
providing a higher flux (~2 X ) and a smaller energy
spread (~ 4 X ). Separate experiments with retarding field
optics placed in front of the surface provided precise flux
and energy calibrations. The total energy spread of the
beam increased linearly with acceleration voltage from
1.5 eV at 15 V acceleration to 5 eV at 65 V. Experiments
were performed on atomically clean p-Si(111) (B-doped,
0.01 © cm) and n-Ge(111) (As-doped, 10  cm). Indium
diffusion on Si(111) exhibits no coverage dependence [18],
and initial coverage was set at 0.5 monolayer (ML) in all
experiments. Indium diffusion on Ge(111) does exhibit
coverage dependence above 0.1 ML, so the coverage was
set at 0.1 ML to minimize this complication. For both
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FIG. 1. Energy dependence of D for indium on Ge(111) during

Ar* bombardment. The dashed line represents the thermal value.
Threshold energy for the ion-induced increase lies at 16 = 1 eV.
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surfaces, ions of Ar™ impinged at 60° off normal incidence
with a constant flux of 5 X 10'? ions/cm?s.

Figure 1 shows typical data for the variation of D with
Ar* ion energy E for Ge(111). Data for Si(111) followed a
very similar pattern. The results show that ion-influenced
surface diffusion is not restricted to Ge/Si(111), the lone
case reported up to now [13,14]. There exists no a priori
theory for the proper mathematical form to fit the data, so
we used the phenomenological square-root dependence
D = Dyerma + A(EV? — E, _'/?), where A and the
threshold energy Ey.., are fitting parameters. This form
was chosen based on its satisfactory fit, its well-
documented use for ion sputtering [22—25], and its success
in fitting simulation data for ion-induced defect formation
[15].

Figure 2 shows Arrhenius plots of the indium diffusivity
on Si(111) for bombardment at several energies, along with
data in the absence of bombardment. Even with ion bom-
bardment, D exhibits conventional Arrhenius behavior in
temperature 7, with an activation energy Eg and a pre-
exponential factor D. Least-squares fitting of all the data
sets yielded an average Eg; = 1.65 eV, with a standard
deviation of 0.03 eV. Even this small standard deviation
propagates into fairly large (factor of 2) variations in D,
however, which is the main quantity affected by ion energy.
Hence, Fig. 2 shows the data fitted with the constraint that
Egisr = 1.65 eV. The corresponding preexponential factors
vary by an order of magnitude, from the thermal value of
2.8 X 10> cm?/s to 2.4 X 103 cm?/s at an ion energy of
65 eV. Indium on Ge(111) exhibits similar behavior, with
Egiir = 1.02 = 0.02 eV regardless of ion energy. The pre-
exponential factors obtained using Eg; = 1.02 eV in-
crease by a factor of 3 from the thermal value of
1.1 cm?/s to 3.3 cm?/s at 65 eV.
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FIG. 2. Arrhenius plots for indium diffusion on Si(111) under
Ar" bombardment at several energies. The lines represent linear
fits using a constant Eg of 1.65 eV.

Figure 3 shows that for both Si and Ge, the threshold
energy Ey.., decreases significantly as T increases. The
following phenomenological relation describes the data
quite well:

Erres = Etor — kT, (D
where E,; and o denote constants and k is Boltzmann’s
constant. The constants for Si(111) are o = 1200 = 200
and E,,, = 107 = 14 eV. For Ge(111), the corresponding
numbers are o = 1440 = 140 and E,,, = 93 = 8 eV.

The present experiments measure diffusion over a mi-
crometer length scale, so that transport depends upon not
only the rate of hopping diffusion but also the concentra-
tion of mobile species. The ion fluxes employed here are
too low to affect the rate of hopping diffusion [14].
However, not all the adsorbate is in a mobile state at a
given instant, since indium easily becomes immobilized by
substitution into the top layer of Si(111) [18] and Ge(111)
[21]. Tons can change the concentration of indium atoms in
the mobile state by creating surface defects—either va-
cancies or In adatoms. Ions can create such species in
several ways: (i) by pushing In atoms up into an adatom
positions, (ii) by knock-in of In atoms into the bulk, with
subsequent adatom formation by interstitial up-diffusion to
the surface, and (iii) by formation of bulk Si interstitial-
bulk vacancy pairs, with subsequent vacancy up-diffusion
to the surface. In addition, Si adatoms formed by analogous
surface or bulk processes can exchange with In atoms in
the surface plane to form In adatoms. Such exchange has
been observed for metals [26] and in molecular dynamics
simulations of semiconductors [27].

Note that all these mechanisms involve modifying the
number of surface defects, but in the third mechanism,
those defects originate from ion-induced defect creation
in the near-surface bulk. The defect formation process that
operates in the present case is not known. However, what
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FIG. 3. Temperature dependence of Ey,., for indium on Si and
Ge. Ey,, decreases linearly with T according to Eyes = Eiof —
okT. The lines represent fits using o = 1320 for both surfaces.
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matters is that the energy threshold for one of the ion-
enhanced defect formation processes should correspond to
the threshold for ion-enhanced surface diffusion. Also, any
temperature variation in the former threshold should be
faithfully reproduced by a corresponding variation in the
latter. These correspondences should hold regardless of the
specific mechanism, since the simulations of Ref. [15]
show the same behavior in all respects except the numeri-
cal values of E,,. Thus, experimental results that confirm
Eq. (1) give strong evidence for the existence of a broad
class of temperature-dependent ion-induced defect forma-
tion processes.

The linear functional relationship between 7" and E,
that is represented by Eq. (1) for surface diffusion mirrors
that proposed in Ref. [15] for ion-induced point defect
formation. The simulations yielded this same functional
form for all types of surface and bulk point defects exam-
ined. Also, the experimental error ranges for o on the two
surfaces overlap, indicating that there is no observable
difference in the strength of the temperature dependence
for Ey,. Correspondingly, the simulations predicted es-
sentially constant values of o for defect creation involving
Si and Ge substrates. The averaged value observed here of
o = 1320 for the two surfaces falls within a factor of 2 of
the value of 700 observed in the simulations. With o fixed
at 1320 for the two surfaces, the fitted value of E, for Si in
the experiments is larger by 12 eV than for Ge. The
corresponding difference is about 25 eV in the simulations
except for adatom formation, where the difference is 17 eV.
In summary, the observed experimental results reproduce
key qualitative predictions of the simulations, and despite
the presence of a new atomic species (In), also reproduce
the quantitative features within a factor of 2.

As discussed in connection with the simulations [15],
temperature-dependent energy thresholds for defect for-
mation result from a greatly enhanced probability of defect
formation when target atoms on or within the substrate
deviate substantially from their lattice sites due to thermal
vibrations. At low temperatures, substrate atoms remain
near their lattice sites, so that the net repulsive potential
experienced by incoming ions is nearly uniform. Thus, the
ions simply reflect off the surface with no defect creation.
At higher temperatures, however, large-amplitude thermal
vibrations degrade the uniformity. Ions that fortuitously
impact asperities in the potential can wedge into them to
create defects. As temperature increases, the number of
highly displaced target atoms rises sharply, as does the
number of defects formed.

This picture explains why the number of defects should
increase with temperature for a constant ion energy. To
explain why the threshold energy should depend upon
temperature, however, requires an additional considera-
tion. As ion energy decreases, the ions penetrate less
closely to target atom cores. Less penetration makes the
net repulsive potential at closest ion approach look more

uniform as shown in Fig. 4. Thus, target atoms must make
larger excursions from their lattice sites to permit defect
formation. As temperature increases, target atoms make
larger excursions, thereby permitting lower-energy ions
that penetrate less closely to create defects.

Both experiments and simulations indicate that the mag-
nitude of this temperature variation depends weakly upon
the type of defect created and the identity of the substrate
(at least for the diamond crystal structure). This insensi-
tivity may result from two compensating factors connected
with lattice stiffness. In stiff lattices with a steep repulsive
potential between substrate atoms, the maximum excur-
sions of target atoms are small and do not increase very
rapidly with temperature. However, the repulsive potential
between substrate atoms and incoming ions is also steep, so
that ions of all energies penetrate fairly close to substrate
atoms. Thus, only small excursions of substrate atoms are
required to permit defect formation. Figure 4 sketches this
situation for surface defect creation mechanisms. Bulk
defects would obey a largely analogous picture. In less
stiff lattices whose repulsive potential between atoms
varies more slowly with distance, the maximum excursions
of target atoms are comparatively large and also increase
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FIG. 4. Sketch illustrating why the rate of temperature varia-
tion of Ey,, remains the same for different substrate materials.
Contours of constant repulsive potential are shown schematically
for stiff (a) and less stiff (b) lattices, together with typical ion
trajectories for ions above and below Ey,,. Near Ey, ., defects
are produced when ions hit asperities in the potential, and the
ions reflect in nonspecular directions. (a) For stiff lattices with a
steep repulsive potential, thermal vibrations cause small sub-
strate atom excursions that vary slowly with temperature, but
only small excursions are needed for ions to induce defects.
(b) For less stiff lattices, the thermal excursions are larger and
vary more rapidly with temperature but are compensated by the
need for larger excursions to produce defects because low-
energy ions penetrate less closely.
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more rapidly with temperature. However, the repulsive
potential experienced by ions varies correspondingly
slowly with distance, so that the distance of closest ap-
proach varies more strongly with ion energy. Ions with
lower energies remain further from substrate atoms than
for stiff lattices, and target atoms must make larger excur-
sions from lattice sites before defects can form. Thus, the
larger rate of excursion increase with temperature is largely
compensated by the larger excursions required. Note that
this argument does not depend on the precise type of defect
formed and therefore applies equally well to adatom for-
mation, knock-in, sputtering, or bulk defect formation.
Also note that E,,; does not have a simple physical inter-
pretation (such as a thermodynamic defect formation en-
ergy), since only a small fraction of the incident ion energy
is deposited into the target atom. Also, other factors enter
in such as the angle of incidence of the ions and their
azimuthal angle around crystallographic symmetry axes.

The effects described here could be exploited in a variety
of applications. For example, in the ion implantation of
dopants for semiconductor devices, the final stages of ion
deceleration determine the dynamics of defect formation
near the pn junction [28,29]. Changing temperature during
implantation could controllably modulate such effects, as
some literature suggests [4—6]. Moreover, the mechanism
outlined here is not specific to group IV semiconductors
and may characterize low-energy ion interactions with
crystalline materials quite generally. In applications such
as ion beam-assisted deposition and reactive ion etching,
the net behavior often represents a delicate balance among
various elementary rates. For example, enhanced surface
diffusion in ion beam-assisted deposition typically im-
proves materials properties, whereas concurrent defect
formation, substrate sputtering, and embedding of the
bombarding gas typically lead to degradation [24]. It
may therefore be possible to exploit the threshold effects
described here by judicious tuning of temperature and ion
energy to select for specific defect formation or sputtering
processes.
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