
PRL 95, 015301 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
1 JULY 2005
Lattice Response of Quantum Solids to an Impulsive Local Perturbation
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The lattice response of solid para-H2 to an impulsive electronic excitation was studied using femto-
second pump-probe spectroscopy. The evolution of an electronic bubble in the crystal, created upon
excitation of the A�3s�� Rydberg state of an NO impurity, was followed in real time, with a resolution of
100 fs. The experimental results, interpreted in connection with molecular dynamics simulations with
quantum corrections, indicate the presence of three stages in the dynamics: a sub-100 fs ‘‘adiabatic’’
phase, a 0.5–1 ps phase, corresponding to the interaction of the first with the next shells driven by the
bubble expansion, and a 5 ps phase, corresponding to a slow rearrangement of the environment
surrounding the impurity. These findings indicate that the lattice response in solid para-H2 resembles
that of a liquid.
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FIG. 1. Potential energy curves of the NO-matrix cage inter-
action in solid H2, as a function of the cage radius increment
[13]. The pump pulse excites the A state by 2-photon absorption.
The dynamics of bubble formation is probed inducing transitions
from the A to the C or D states, and detecting the depletion of the
A ! X fluorescence. Depending on the probe wavelengths, only
one (�a) or two (�b) probe windows are opened.
Solid Hydrogen has been attracting attention not only as
the simplest molecular crystal [1,2], but also as a quantum
crystal [3]. Its most distinctive quantum aspect is the large
amplitude of zero-point (ZP) lattice vibrations, amounting
to �20% of the intermolecular distance, which affects
most properties of the solid. The potential use of solid
para-H2 doped with small atomic impurities as a propellent
has motivated a series of optical spectroscopic studies
[4,5], and theoretical simulations based on path integral
methods [6–9], which are aimed at providing a molecular
level description of the photoinduced dynamics and energy
dissipation. Quantum effects have mainly been investi-
gated by steady-state spectroscopic methods, in particular,
high-resolution spectroscopy [10–12]. A more direct in-
sight is provided by time-domain experiments, using ultra-
short pulse excitation of the atomic or molecular impurity
embedded in the H2 lattice. Ideally, the excitation should
create an impulsive perturbation leading to considerable
conformational changes, which one can probe in real time.
Our approach is based on the excitation of a dopant mole-
cule, NO, to its lowest Rydberg state, A�3s�� [13]. Because
of the strong repulsive interaction of the extended Rydberg
orbital with the surrounding H2 molecules, the absorption
band is strongly blue shifted (by �0:6 eV) with respect to
the gas phase. Fluorescence is strongly Stokes shifted,
occurring at nearly the gas phase energy [13], which sug-
gests the occurrence of an extensive local structural re-
arrangement, known as a ‘‘bubble’’ formation, well
documented in other media such as rare gas liquids and
solids [14,15]. In a simple configuration coordinate (in
fact, the cage radius) model, we estimated [13] the size
of the bubble to be �5 �A, i.e., 25–30% larger than the
ground state NO-H2 distance, almost doubling the volume
it occupies. Bubbles also occur around electrons [16–18]
or atomic impurities excited to Rydberg states [5] in solid
H2 or D2. Electron bubbles in solid H2 were detected using
IR spectroscopy [16–18], and their radius estimated to
05=95(1)=015301(4)$23.00 01530
�5 �A. The path integral Monte Carlo simulations on Li-
doped solid para-H2 showed a similar Li-H2 distance for
single substitutional sites [6,7,19]. These simulations also
showed that the defects heal very quickly away from the
impurity. In none of these studies was the time scale for the
rearrangement of the lattice estimated. Note that the
ground state of Li, characterized by a lone unpaired s
electron, resembles a Rydberg orbital. In our previous
femtosecond experiments on NO-doped solid normal-H2

and normal-D2 [20], we estimated the time scale for bubble
formation to � 300 fs, slightly below the time resolution
of that experiment ( � 350 fs). Here, using an improved
time resolution of �100 fs, we unravel hitherto unob-
served details of the bubble expansion and energy dissipa-
tion mechanisms in NO-doped solid para-H2, which are
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supported by classical molecular dynamics (MD) simula-
tions with quantum corrections.

The principle of the experiment has been described
elsewhere [20]. It is presented in Fig. 1, which shows the
intermolecular NO-matrix cage potentials for the ground
state and the lowest three Rydberg states of NO in solid H2,
which we derived from the analysis of the spectroscopic
line shapes [13].

Contrary to the one-photon excitation used in Ref. [20],
here the pump pulse excites the (A�3s��) state of NO in
solid para-H2 by 2-photon absorption at 400 nm. This
reaches the A-state potential at an excess energy of
�0:47 eV above its minimum, which is the energy that
drives the bubble formation. Probe pulses between �1:4
and �1:1 �m are used to follow the dynamics on the A
state, by inducing transitions to the next higher C and D
Rydberg states. The detected signal is the depletion of the
(long-lived) fluorescence of the A state as a function of
pump-probe time delay. Indeed, the population that is
transferred by the probe pulse from A to C or D, does
not come back to the A state [21]. Since the intermolecular
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FIG. 2. Left: Pump-probe transients scans for different probe
wavelengths. The vertical dashed lines represent the onset of the
different dynamical regimes described in the text (see also
Fig. 4). Right: A-C (thick line) and A-D (thin line) probe
windows corresponding to the different probe wavelengths along
the A-state potential.
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A-C and A-D difference potentials vary along the defor-
mation coordinate (bubble radius), the different �probe’s
sample distinct configurations of the bubble (see Fig. 2,
right panels). It is important to stress that our experiment
directly visualizes the motion of the first shell around the
impurity, imparted by excitation of the latter. Time zero
and the cross-correlation of �100 fs between pump and
probe pulses, are determined in situ by difference fre-
quency mixing at the surface of the sample. The doped
crystal is prepared by condensing a mixture of para-H2

with NO at a partial pressure of 0.2% onto a CaF2 window
cooled to 3.5 K.

Figure 2 shows typical pump-probe transients (left pan-
els) of the first ps, corresponding to probe windows (right
panels) at different stages of the dynamics. The bluest
wavelength (1:185 �m) samples the arrival of the popula-
tion in the relaxed final configuration. Therefore the signal
has a step-function-like character. However, it exhibits a
bimodal rise with a prompt �200 fs, followed by a slower
600–700 fs component (see dashed vertical lines). On the
other hand, transients measured using the reddest probe
wavelength (1:37 �m), which samples a midway configu-
ration, show a single peak, reflecting the passage of the
dynamics at this configuration. The peak maximum lies at
�100 fs time delay. Interestingly, it has the same width as
the cross-correlation of our experiment, pointing to a co-
herent expansion of the bubble up to this point, in the sense
that all excited sites respond in a synchronous fashion. In
addition, by then, up to �50% of the excess potential
energy available for bubble expansion has been dissipated.
Together with the 1:185 �m transient, this suggests that
the first sub-200 fs step represents an energy release of over
50%, while the rest is dissipated during the subsequent
600–700 fs. The intermediate transient at 1:24 �m reflects
the probing of the dynamics at the two configurations,
indicated in the right panel. The first window samples the
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FIG. 3. Long time pump-probe transient at the blue most probe
wavelength. The dashed line indicates the long time evolution of
the signal.
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passage of the dynamics at a later time than for the
1:37 �m probe: it causes the steep rise of the first structure,
which indeed peaks at a later time (see dashed vertical line)
than at 1:37 �m. The second window samples the final
configuration, and the signal indeed reflects the buildup of
the population, causing the persistence of a depletion
signal at longer times.

Figure 3 shows that dynamics still goes on at t � 1 ps.
Indeed, there is a further rise of the signal on a �5 ps time
scale. This rise shows up better at the bluest probe wave-
lengths, and suggests a further conformational rearrange-
ment following the sub-ps bubble expansion. The levelling
off of the signal beyond �5 ps (dashed vertical line)
indicates that after this time delay the system has fully
relaxed [20].

The significance of these various time regimes becomes
clearer in the light of our MD simulations. We resort to a
classical approach, in view of the lack of simulations
methods of the ultrafast dynamics in condensed phase
quantum media (see Ref. [22] for a review). In order to
mimic the ZP fluctuations, we raise the temperature at
which the simulations are run. This is the basis of the
thermal harmonic quantum correction [23], which consists
of treating the nuclear motion of the system as harmonic
oscillations, and correcting the temperature at which the
classical calculations are performed. The effective tem-
perature is chosen in such a way that the classical proba-
bility distribution equals the quantum one at the real
temperature. This choice is determined by the Debye fre-
quency of the solid. However, this is not applicable in the
case of a highly anharmonic solid such as solid H2. We
therefore selected the temperature by simulating the radial
distribution function (RDF) of the neat solid that best
reproduces that obtained by path integral Monte Carlo
simulations [6]. This leads to an effective temperature of
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FIG. 4. Simulations of the time-dependent radial distribution
function around NO for different delays after excitation.
Inset: Radius increment of the 1st shell of H2 molecules around
the NO impurity as a function of time.
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20 K. The simulations were carried out in a box of 800
para-H2 molecules and one NO impurity. Isotropic inter-
molecular H2-H2 potentials [24] were used. For the NO-H2

ground state potential, we used the experimentally deter-
mined NO-Ne potential [25], after noting that the construc-
tion of the potential by combination rules yielded a very
similar result [26]. Finally the NO�A-H2 potential was
generated by simulating, using equilibrium MD, the
steady-state absorption and emission of the NO A state in
solid H2 to get the best agreement with the experimental
ones [13]. The lattice response dynamics was simulated
using non equilibrium MD consisting of an average of
2000 trajectories. More details will be given in a forth-
coming publication [27]. Figure 4 shows snapshots of the
RDF around the impurity at different time delays, while the
inset shows the radius increment of the first shell (to which
our experiment is sensitive). Soon after excitation (40 fs),
the RDF shows a sharp focussing of the spatial distribution
of the first shell molecules, which confirms the coherent
nature of the expansion at early times, as evidenced by the
width of the signal at �probe � 1:37 �m (Fig. 2). For t <
100 fs, the second and higher shells are silent, suggesting
that no energy exchange has yet taken place between the
first and the next shells. Therefore, the expansion is an
adiabatic process, even though the experimental results
suggest that more than 50% of the excess potential energy
has been released. The trajectory of the first shell radius
(inset) shows that during this time �80% of the expansion
takes place, confirming our analysis of the 1:37 �m tran-
sient. The adiabatic character of the initial expansion stage
was also observed in the case of bubble formation in solid
Argon [28]. At t ’ 100 fs, the higher shells start to move,
while the first shell merges into the second, leading to a
slowing down of the bubble expansion, especially at t >
150 fs (inset). This phase lasts up to �700 fs, in very good
agreement with the conclusion from the experimental data.
Finally, our simulations also show a rearrangement over
longer times (not shown here), in that the area of the first
and second peaks in the RDF of the relaxed lattice slightly
changes between 750 fs and the limit of our simulations (a
few ps), in line with the results of Fig. 3. At the same time,
we see that the next shells reorder with an internuclear
distance close to that of the solid before excitation. Thus,
the rapid healing of structural defects away from the im-
purity, which was reported in the path integral simulations
on Li-doped solid H2 [6], already occurs at the second
shell, on a time scale of 5 ps.

The above results represent the first detailed account of
structural dynamics in a quantum solid. Contrary to con-
ventional solids, which upon impulsive excitation exhibit
coherent oscillations due to localized modes [28–31], the
behavior reported here is closer to that found in liquids,
where the solvent rearrangement is characterized by three
time scales [32,33]. The first ( < 100 fs) is associated with
the rapid relaxation resulting from the free motions of the
1-3
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molecules within the potential wells they initially occupy.
This relaxation is reversible (adiabatic), in the sense that
each individual molecule evolves freely, without dissipa-
tion. In the present case, this regime corresponds to the
sudden expansion of the first shell, before any energy
exchange with the rest of the lattice occurs. Following
this sharp break in the response, the solvent begins to
restructure itself, and energy irreversibly flows into the
medium, such that the regime is now dissipative, with
time scales between 0.5 and 4 ps [33]. In the present
context, this corresponds to the second stage, lasting
�0:7 ps where the first shell merges with the next. In
most solvents, a third response appears that can take up
to tens of ps, which is due to larger amplitude motions
around the probe. This corresponds to the 5 ps reorganiza-
tion of the lattice shells observed here. Thus it appears that,
on these short time scales, solid H2 behaves like a liquid
rather than a solid. Nevertheless, the hydrodynamic model
which we previously implemented [20,34] cannot ade-
quately describe the multiple time scales characterizing
the dynamics. The response we find has to do with the
delocalized character of the solid species, and with its
strongly anharmonic nature. Given the scarcity of studies
on condensed quantum media, the present results offer an
ideal benchmark for developing tools to simulate their
ultrafast dynamics.
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