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Interference Microscopy under Double-Wavelet Analysis:
A New Approach to Studying Cell Dynamics
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This Letter combines a novel experimental approach to the study of intracellular processes with a newly
developed technique for multimode time-series analysis. Experiments are performed on isolated pond
snail (Lymnaea stagnalis) neurons. Local variations in the cellular refractive index as detected by laser
interference microscopy are related to the processes in the cell. A wavelet analysis shows the presence of
several identifiable modes in the membrane and intracellular dynamics, and a double-wavelet analysis
reveals nonlinear interactions between the regulatory processes in the form of mutual frequency and

amplitude modulations.
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Neuronal activity involves a multitude of regulatory
processes that occur over many different time scales both
in the plasma membrane and in the various cytoplasmic
compartments. Information concerning the mutual inter-
actions among these processes could contribute signifi-
cantly to a better understanding of cellular regulation
and function. However, traditional experimental tech-
niques (such as patch clamping, intracellular registration
of membrane potentials, and fluorescent microscopy) in
general only allow us to study the processes individually.
These techniques are also more or less invasive and, hence,
may distort the processes or damage neuron structures.
Besides, conventional statistical methods are not well
suited for a study of nonlinear mode interaction. Hence,
we need both an alternative experimental approach and a
new data analysis technique to complement existing meth-
ods of cellular research. In this Letter we demonstrate how
the novel technique of interference microscopy together
with time-series analysis based on wavelet transform can
be applied to study multimode dynamical phenomena in
living cells.

Interference microscopy was originally developed to
monitor surfaces of optical devices, video discs, and inte-
gral schemes with submicron resolution. The technique has
also been applied to estimate the size of such biological
nanoscale structures as mitochondria and viruses [1,2]. The
technique is particularly sensitive to processes that are
coordinated in time and space and this allows us to study
cooperative phenomena in cells [3,4].

Experimental technique.—Interference microscopy is
based on the measurement of the optical path difference
between the laser beam transmitted through an object and
reflected from the bottom mirror layer and a reference
beam reflected from the control mirror [1,2]. The measured
value is normalized to the wavelength in order to obtain the
so-called phase height of the object in a particular point
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Here ¢ and A are the initial phase and the wavelength of
the laser beam, respectively, ¢, denotes the phase shift
caused by the object, and ®, is a constant phase shift
determined by the choice of phase reference point.
For a heterogeneous object the phase height is

D(x,y) = [O * (6,9, 2) = n)dz =y, (2)

with n, being the (constant) refractive index of physiologi-
cal saline and Tobj (x, y, z) the refractive index of the cell in
a point of distance z from the mirror. Phase height values
®(x, y) in all points of the object form a phase height relief
of the cell. Changes of the phase height due to modifica-
tions of the cell geometry and/or refractive index are
mainly determined by 7 (x, y, z). The spatial resolution
of the method depends on the laser wavelength and is better
for shorter wavelengths. In order to avoid photodamage,
cells should be tested for the laser light absorbency. We
have found that snail neurons only absorb weakly in the
region of the laser light (532 nm) and thus their photo-
damage is minimal.

Experimental procedure.—Neurons were mechanically
isolated from the buccal ganglia of the pond snail L.
stagnalis and placed in a containment chamber with stan-
dard physiological saline for snails [5]. Figures 1(a) and
1(b) present an optical photography and a phase height
relief of a neuron. The phase height relief reflects the
location of various organelles, the cytoskeleton, and differ-
ent plasma membrane structures. The highest (white)
points in the phase height relief (Fig. 1) correspond to
positions with the highest optical density. Systematic
changes of the neuron phase height provide data on the
dynamics of the local refractive index resulting from pro-
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FIG. 1. (a) Optic photograph of an isolated pond snail neuron.
(b) Phase height relief of the same neuron with x and y repre-
senting geometrical size (bar indicates 10 um) and z phase
height (bar is 200 nm). The phase height relief was obtained
with a laser beam of wavelength A = 532 nm.

cesses in the plasma membrane and inside the cell. Data
acquisition was performed by means of horizontal scans of
4, 8, or 16 points in the phase height relief. The sampling
interval for individual point was 8, 16, or 32 ms, respec-
tively. For statistical analysis, we performed 6—10 mea-
surements in neuron center. The recording points were
uniformly distributed along the scan line (done by the
microscope software). During the experiments, the overall
shape and volume of the neurons remained constant. Thus,
the observed changes of the phase height can be related
directly to changes of the cellular refractive index.

Data analysis.—To display the endogenous modes of
the cell and possible interactions between the neuronal
processes we use the technique of double-wavelet analy-
sis. The wavelet-transform of a signal x(¢) is obtained
from [6,7]:
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where ¢ is a “mother” function that should be solitonlike
with zero average. T, (a, 1) are the wavelet coefficients and
a is a time-scale parameter. The details of this transform
(e.g., the choice of /) depend on the problem to be solved.
In analysis of rhythmic components, the Morlet function is
typically considered in the simplified form

T2
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The choice of f allows us to search for a compromise
between the localizations of the wavelet in the time and
frequency domains. The relation between the scale a and
the central frequency for the mother function is f = 1/a.

Besides the coefficients T,(a, ), the energy density of
the signal x(¢) in the time-scale plane can be estimated:
E.(a,t)=Ca ' | T.a,t)|>, with C being a parameter
that depends on the choice of mother function. E,(a, )
represents a surface in three-dimensional space whose
sections at fixed time moments correspond to the local
energy spectrum. To simplify the visualization of this

surface, the dynamics of only the local maxima of
E.(a, 1) or E.(f, 1), i.e., the time evolution of the spectral
peaks, will be considered.

In order to study interaction properties of the different
modes, we propose to use the following approach. The
time dependence of the instantaneous frequency of the
considered mode is taken as an input signal for a second
wavelet transform (1) [8]. Again, the wavelet coefficients
and the energy density are estimated and the simplified
visualization of the energy density is considered. The latter
will contain information about all modes involved in the
modulation process. In the case of nonstationary dynamics
we can examine how the features (characteristics) of the
frequency modulation change with time. By analogy with
the instantaneous frequency, we can consider the instanta-
neous amplitude of the fast dynamics and, thereby, exam-
ine the amplitude modulation of the rhythmic activity.

Using recordings of refractive index versus time we
obtain the power spectra shown in Fig. 2. Note that the
low and high frequency bands are represented separately
since different values of f,; are used for their calculation
(fo =1 and f, =135, respectively) and because the in-
volved rhythmic components have very different powers.
The peaks distinguished in the spectrum are correlated to
the rates of change in the refractive index during the
observation time. To give biological significance to our
analysis, we will try to identify each peak with a particular
process within the cell.

It is known that changes of the neuronal intrinsic optical
properties are caused by cellular electric activity, redistrib-
ution of intra- and extra-cellular ions, and changes of the
volume, shape, and location of various organelles [9,10].
So far, however, the temporal properties of these processes
and their mutual interdependences have remained practi-
cally unexplored. We suppose that the low frequency com-
ponents (0.1-5 Hz) correspond to plasma membrane
processes: (i) frequencies around 0.1 Hz may originate
from complex reorganizations in the plasma membrane
such as lipid rafts and protein movements, changes of the
amount of membrane-bound ions and, related hereto, local
fluctuations of the membrane fluidity and transmembrane
potential; (ii) Cd>" ions (a blocker for Ca’>" channels)
eliminate frequencies in the range 0.2—0.4 Hz. This illus-
trates the role of the voltage-dependent Ca?* (Ca?") chan-
nels at these frequencies [11]; (iii) neurons in the ganglia of
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FIG. 2. Power spectra calculated via the wavelet technique for
(a) the low and (b) high frequency bands, respectively.
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mollusca Helix aspersa are known to possess an intrinsic
1 Hz activity and a nonspecific induced activity at 1.5 and
3 Hz [12]. Moreover, Peixoto and Ramirez [13] found that
during the first three hours after isolation, Helix neurons
show a spontaneous rhythmic activity with 1-10 Hz fre-
quencies. Based on this information we suggest that the
prominent spectral peaks with frequencies around 1 and
3 Hz correspond to subthreshold changes of the membrane
potential and/or to spontaneous rhythmic activity.

In the high frequency range (10—20 Hz) the peaks are
broader and harder to distinguish than in the low frequency
range. This is likely to be the result of a superposition of
many membrane and cytoplasmic processes. We suppose
that peaks at 10—20 Hz correspond to the (i) spontaneous
bursting activity of neurons [14] and (ii) movements of
vesicles and organelles in the cytoplasm. The last assump-
tion is in accordance with experimental data on frequencies
of vesicle movements in neurons (§—40 Hz) obtained by
light scattering measurements [15].

Obviously, the cellular processes are likely to influence
one another. Let us, therefore, investigate each frequency
range in view of detecting such interactions. Figure 3
presents variations of the main frequency components
with time. In the low frequency range (0-5 Hz)
[Fig. 3(a)], four rhythmic components (0.1, 0.3, 1, and 2—
4 Hz) are stable during the whole time of observation.
Rhythms between 0.1 and 0.3 Hz maintain constant values
in time while rhythms between 1 and 2—4 Hz demonstrate
variations caused by slower components. In the high fre-
quency range (10-20 Hz), we find a large number of
coexisting rhythmic components with quite nonstationary
behavior and different modulation properties [Fig. 3(b)].

Modulation of fast oscillations by a slower dynamics can
be considered as a form of nonlinear interaction between
specified modes, and this phenomenon may help to identify
observed frequencies with particular cellular processes. To
obtain an overview of the dynamical properties of cellular
regulation, we analyzed about 200 recordings to get a
distribution over the depth and frequency of modulation.
For each recording, the double-wavelet analysis reveals the
rhythmic components involved in the modulation process
of the specific activity. In this way, a form of distribution is
determined by the number of slower components partici-
pating in the modulation process and by the deviations over
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FIG. 3. Typical dynamics of all local maxima of the energy
density for (a) the low and (b) high frequency ranges reveals
variations of rhythmic behavior in time.

recordings. Figures 4(a) and 4(b) illustrate that for the low
frequency range, the rhythmic components at 1 Hz (black
circles) and 2—4 Hz (white circles) are clearly separated
with respect to depth of modulation in the case of fre-
quency modulation [Fig. 4(a)] and with respect to modu-
lation frequency in the case of amplitude modulation
[Fig. 4(b)]. Moreover, as shown in Fig. 4(c), there is one
well-defined peak in the spectrum of the modulation pro-
cess. Such a well-defined separation can indicate different
biological regulatory mechanisms of the 1 and 2—-4 Hz
rhythmic activities. We suggest that change of the neuron
membrane potential under the rest condition has several
components (1 and 2—4 Hz rhythms) that are modulated in
different ways. The supposed changes of the transmem-
brane potential with 1 Hz frequency are influenced by
constant 0.1 Hz process (lipid rafts and protein movements
and redistribution of the membrane-bound ions being so-
called intrinsic membrane properties). This assumption is
in accordance with data on regulation of the ion channel
activity and transmembrane potential by membrane Ca’*
and the formation of lipid clusters [16,17]. The change of
the membrane potential with 2—4 Hz frequency is regu-
lated by both intrinsic membrane properties and ion chan-
nel activity and, thus, is modulated by the 0.1 and 0.3 Hz
rhythms.

In the high frequency range [Figs. 5(a) and 5(b)], the
distribution of modulation frequencies for the considered
rhythmic behaviors at 11 and 17 Hz is broader since more
rhythmic components from the lower frequency range are
involved in the modulation process [Fig. 5(c)]. Note that in
spite of different contributions of the various rhythmic
components, the structure of the modulation spectrum
looks similar for the two components from the high fre-
quency band. In this case, the absence of a clear distinction
between the modulation rhythms allows us to assume that
they originate from similar processes and a common bio-
logical regulation. Modulation of the 11 and 17 Hz rhythms
by 0.1, 0.3, and 0.8—1 Hz components supports our sugges-
tion about their origin as spontaneous rhythmic activities of
neurons, activities that are known to be regulated by
plasma membrane properties, ion channel activity, and
low frequency changes of the transmembrane potential
[16]. Spontaneous rhythmic activity of the neuron depends
on the electrical membrane properties and thus its frequen-
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FIG. 4 (color online). Distribution of depth and modulation
frequency for 1 and 2—4 Hz rhythmic components in the cases of
(a) frequency and (b) amplitude modulation. (c) Typical normal-
ized spectrum of the modulation process.
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FIG. 5 (color online). Distribution of depth and modulation
frequency for 11 and 17 Hz rhythmic components in the cases of
(a) frequency and (b) amplitude modulation. (c) Typical normal-
ized spectrum of the modulation process.

cies are modulated by processes that affect membrane
potential, i.e., intrinsic membrane properties (0.1 Hz), the
activity of ion channels (e.g., Ca?>") (0.3 Hz), and subthres-
hold oscillations of the membrane potential (0.8—1 Hz).
Movements of vesicles, particularly synaptic vesicles, de-
pends on the concentration of intracellular Ca?>* and thus
are also related to the membrane potential and to the
activity of Ca?" channels. Therefore, frequency changes
of the vesicle movements in the cytoplasm can also be
modulated by low frequency rhythms such as 0.3 and 1 Hz.
We suppose that frequencies in the low and high ranges can
be partly related to the cytoskeleton reorganizations that
occur under the function of the ion channels and organelles
movements [18]. Recently it was shown that cytoskeleton
in its turn regulates ion channel activity and location of
mitochondria and endoplasmic reticulum and Ca’* signal-
ing between them [19,20]. Further studies of neuron func-
tion by means of interference microscopy and double-
wavelet analysis may help to reveal the relation of the
cytoskeleton organization to the activity of the plasma
membrane and cytoplasmic processes.

In this Letter, interference microscopy recordings were
examined by means of a double-wavelet analysis to ex-
plore the dynamical properties of intraneuron regulatory
mechanisms operating at different time scales. We showed
that at the rest conditions, neurons display a complex
intrinsic optical activity. This is expressed through the
changes of the cellular refractive index that are caused by
various intracellular processes. The Letter for the first time
established the characteristic frequencies of the refractive
index changes in the range 0-25 Hz and revealed the
presence of nonlinear interactions in the form of frequency
and amplitude modulation of the fast oscillations by the
slower processes. Further analysis of refractive index dy-
namics and relations between the revealed frequencies of
the refractive index changes and identified cellular pro-
cesses will be useful for better understanding of the func-
tion and interaction of different time-scale processes in
neuron compartments at rest conditions as well as under
the influence of external stimuli.
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