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Dynamics of Two-Sign Point Vortices in Positive and Negative Temperature States
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Dynamics of two-sign point vortices in two-dimensional circular boundary is examined by numerical
simulations with MDGRAPE-2. The vortex system is characterized by the inverse temperature � as
determined from the density of states of the microcanonical ensemble of numerically generated 107 states.
The massive simulation shows that different configurations appear in the time-asymptotic state depending
on the sign of �. Condensation of the same-sign vortices is observed when �< 0, while the both-sign
vortices tend to be uniformly neutralized when �> 0. During the condensation, a part of the vortices
gains energy to form clumps (patches), and the other part of the vortices loses energy to keep the total
energy constant and mixes with vortices of the other sign. This observation demonstrates a characteristic
feature of negative � states that the system energy concentrates into the clumps of the same-sign vortices.
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Recent studies of vortices have received continuing
impetus from a broad variety of problems arising in phys-
ics, for example, coherent structure in turbulent flows in
hydrodynamics [1] and magnetohydrodynamics [2], vortex
patterns in superfluid 4He and Bose-Einstein condensates
[3], magnetic vortices in superconducting materials [4],
and Kosterlitz-Thouless transition [5]. The thread of mod-
ern interest in a two-dimensional (2D) point vortex can be
traced back to Kirchhoff [6], and there still remain many
issues, including stability properties and crystallization of
N-vortex patches [7–9], and the inverse cascade problem
of energy [10]. Some of these problems have been tackled
experimentally using non-neutral plasmas [11–15]. The
macroscopic dynamics of the non-neutral plasma is iden-
tical with 2D incompressible ideal fluid that obeys the
Euler equation. A remarkable feature of such fluid is a
negative temperature state suggested by Onsager [16].

In this Letter, we numerically examine the dynamics of
two-sign point vortices in positive and negative tempera-
ture states contained in a cylinder of radius R using the
fast calculating special-purpose computer for molecular
dynamics simulations, MDGRAPE-2 [17,18]. The system
is characterized by the inverse temperature � that is sta-
tistically determined from the entropy S � lnW�E; I� as
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where the Boltzmann constant is normalized to unity. The
density of states W�E; I� is evaluated as a function of the
system energy E and the angular impulse I by employing
the large-scale numerical sampling (107 times) for a micro-
canonical ensemble of a system consisting of N=2 positive
and N=2 negative point vortices (typically N � 6724).
Compared to the previous numerical evaluations of the
density of states for systems with N � 40 [19–21], the
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number of sampling is larger at least by a factor of 102,
so that we can discuss the asymptotic form of W�E; I�
over a wider range of E. To obtain time-asymptotic be-
havior of the vortex distribution, we trace the time evolu-
tion of the system from various initial distributions using
MDGRAPE-2. The condensation of the same-sign vortices
was demonstrated by the numerical simulations under a
limited system scale or the mean field approximation
[22,23]. However, MDGRAPE-2 breaks such limitations.
The velocity field is exactly evaluated at the position of the
particle, so that the massive time-development simulations
provide the time-asymptotic equilibrium distributions that
may be comparable in spatial resolution to the static equi-
libria discussed in Refs. [22–25]. The main features ob-
served are (a) the clear demonstration that the same-sign
vortices condense when �< 0 but opposite sign vortices
mix up when �> 0, and (b) the finding that, when �< 0,
the energy accumulates in the clumps of the same-sign
vortices while vortices excluded from the clumps are
mixed in the background to share a smaller amount of
energy.

Let us consider a system consisting of N=2 point vorti-
ces with the circulation of �0�>0� and the same number of
vortices with ��0. Because N image vortices are induced
by the presence of the circular boundary of radius R, the
Hamiltonian of the system is given by [26]
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where ri � �xi; yi� and �i are the position vector and the
circulation of the ith point vortex, respectively. The image
vortex of the ith vortex is located at �ri � R2ri=jrij2. The
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last term in Eq. (2) is introduced so that the value of
the stream function on the circular boundary is fixed at
zero. Note that the system has an additional constant of
motion, i.e., an angular impulse of the point vortices
I �

PN
i �ijrij

2.
Since the conjugate variables of the system are �xi; yi�,

the system has only a finite amount of total phase space
volume available, ��R2�N . Thus, the density of states
W�E; I� is expected to converge to zero in the limit of
E ! 1. To obtain W�E; I� explicitly, we accumulate the
states for the microcanonical ensemble of the vortex sys-
tem, which are generated by randomly distributing posi-
tive and negative point vortices within the boundary
[19,21]. For each sampled state, we calculate the energy
E and the angular impulse I. The state is then binned into
the cell bounded by E and E� dE and by I and I � dI.
Figure 1 summarizes the numerical results obtained after
the sampling of 107 states for the N � 6724 vortex system
by plotting W�E; I�dEdI at I � 0. We observe that
W�E; 0�dEdI has a maximum at E � 29:0�� Ec� as
expected.

The validity of the number of sampling is examined in
Fig. 2. Here we plot three cardinal parameters, i.e., Ec (�),
the upper and the lower half widths (� and 4) at half
maximum of W�E; 0�dEdI, for the different numbers of
sampling. The difference in the upper and the lower
half widths shows that the profile of W�E; 0�dEdI is asym-
metric about E � Ec. Because these parameters remain
almost constant beyond the sampling of 6 106 states,
the profile in Fig. 1 may be guaranteed to correctly repre-
sent the density of states for the N � 6724 vortex system.
Additional numerical analyses indicate that the profile
of W�E; 0�dEdI depends on the number of point vortices
N. As shown in Fig. 3, the critical energy Ec and the full
width at half maximum decrease in proportion to N�1

with the total circulation kept constant. The observed
scaling predicts that Ec ! 0 as N ! 1 (i.e., continuous
fluid), and the profile of W�E; 0� approaches the Dirac delta
function.
L
og

 (
W

dE
dI

)

E 2 / 102

W(E,0)dEdI
∝ exp(-CE 2)

gol
 W

(E
,I

)d
E

dI

FIG. 1. Number of states W�E; I�dEdI at I � 0 is plotted. The
peak value is at E � 29:0�� Ec�. Inset shows that W�E; 0�dEdI
is proportional to exp��CE2� at E> Ec.

05450
The inverse temperature � is determined from the dis-
tribution shown in Fig. 1 by using Eq. (1). Apparently,
the temperature is negative (positive) for the system
with energy E> Ec (E< Ec). For the system of E> Ec,
as indicated by the inset, the density of states scales as
W�E; 0�dEdI / exp��CE2�, and we obtain the relation
[19,21]

� �
@ logW�E; 0�

@E
/ �2CE; (3)

where C is a constant. We should note that, for E> Ec,
��<0� goes down with the increase of E.

In the next, we demonstrate the time-asymptotic vortex
distributions obtained by the time-development simula-
tions. Two results are shown in Figs. 4 and 5. The equa-
tion of motion of the point vortices is derived from Eq. (2)
as [23]

dri
dt

� �
1

2�

XN

j�i

�j
�ri � rj�

jri � rjj
2 �

1

2�

XN

j

�j
�ri � �rj�

jri � �rjj
2 : (4)

To accelerate the calculation of the Biot-Savart integrals
on the right-hand side of Eq. (4), we use MDGRAPE-2
[27,28]. In the initial distribution, the centers of the clumps
are arranged on the circle of radius Rc at regular angular
intervals. Each clump consists of the same-sign vortices,
and the polarity of the clump changes in turn in a clockwise
direction. The number of vortices N is chosen at the same
order as the one used for Fig. 1. The control parameters are
the number of clumps nc, the initial radius of each clump
rc, and the time scale of self-rotation of a clump in un-
bounded plane �c. In Fig. 4, the initial conditions are
E � 2:69 104�� E1 >Ec� and I � 2:28 10�9 � 0
so that the temperature is negative. At � � 32 the polarity
of the upper right clump is positive and that of the lower
left clump is negative. We can see that the vortices tend to
form the clumps of the same sign [22]. This phenomenon
represents the vortex condensation. It may correspond to
the inverse cascade that is an energy transfer process from
FIG. 2 (color online). The critical energy Ec and the upper and
the lower half widths at half maximum of W�E; 0�dEdI are
plotted against the number of samplings.
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FIG. 5 (color online). Time evolution of the positive tempera-
ture system is plotted. The values of the parameters are N �
6920, nc � 20, Rc � 0:2R, rc � 0:07R, �c � 9:3, and E �
24:1�� E2�. Because the clumps overlap each other, we see
only the outline of the clumps (hollow ring) at � � 0.

FIG. 3. Critical energy Ec and width at half maximum are
plotted as a function of N. In each case, the number of sampling
is 107.
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a small scale to a large scale [16]. In Fig. 5, the initial con-
ditions are E � 24:1�� E2 <Ec� and I1 � �1:17
10�13 � 0 so that the temperature is positive. The vortices
diffuse over the circular cross section, and the positive
and the negative vortices mix almost uniformly. This is a
common feature observed in systems with positive tem-
perature and corresponds to a normal cascade.

Snapshots of the asymptotic states corresponding to
different values of energy are shown in Fig. 6. The inverse
temperatures �2, �3, and �4 associated with the system
energy E2, E3, and E4, respectively, satisfy �2 > 0>�3 >
�4. The small clumps (spots) are created as a result of the
vortex condensation in the negative temperature cases in
Figs. 6(b) and 6(c). It is noticeable that the size of the
clump depends on the temperature. The size becomes
larger as the inverse temperature � goes down at �< 0.

The other essential feature of the negative temperature
system is the energy concentration in a specific group of
the vortices. There is no viscous term in the equation of
motion (4), and the reduction of the total energy due to the
numerical dissipation is evaluated to be less than 0.1% in
Fig. 4. Thus, the total energy is conserved in the simulation.
If the energy of a part of the system increases, the energy of
the rest should decrease. In Fig. 4, ‘‘a part of the system’’ is
the vortices inside the clumps, and the rest is the back-
ground vortices (outside the clumps). We evaluate the time
evolution of the energies belonging to the clumps and the
background vortices for the case in Fig. 4. The result is
shown in Fig. 7. The energy of the vortices that constitutes
FIG. 4 (color online). Time evolution of the negative tempera-
ture system is plotted. The values of the parameters are N �
6724, nc � 4, Rc � 0:5R, rc � 0:2R, �c � 15:6, and E �
2:69 104�� E1�.
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the clumps certainly increases during the initial period up
to � � 20 when the formation of almost circular clumps is
finished. On the other hand, the energy belonging to the
background vortices goes down. The time traces of the
energies belonging to the two groups are symmetric about
the line representing the ratio of 0:5. After � � 20, the
energy of each group remains constant. It is noticeable that
the exchange of the energy between the two groups of the
vortices enables the vortex condensation. This observation
indicates the common and essential role of background
vortices in supporting the condensation of two-sign vorti-
ces as well as in assisting the generation of symmetric
configuration of non-neutral plasma clumps [9,12–15].

Let us briefly examine the mechanism to determine
the asymptotic configuration of the two clumps by em-
ploying a simple model. Suppose that the clumps are
confined uniformly within two circular patches of ra-
dius 0:2R that are separated by the distance of 2r across
the center of the circular boundary of radius R. A calcu-
lation indicates that the energy of the clump system is
maximized for r � 0:5R. This maximum-energy configu-
ration has a noticeable similarity to the distribution ob-
tained at � � 32 in Fig. 4. Though the contribution of the
background vortices is neglected by assuming they are
sufficiently neutralized, the model consideration suggests
that the clumps tend to share the maximum energy avail-
able under the constraint of conservation of the system
energy and the angular impulse. It is consistent with the
common feature of the negative temperature system.

In summary, we have numerically examined the dynam-
ics of two-sign point vortices confined in the circular
boundary. The state of the vortex system is characterized
FIG. 6 (color online). Snapshots of different energies
(a) E2 � 24:1, (b) E3 � 142, and (c) E4 � 315 at � � 128 are
shown.
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FIG. 7. Time evolution of the vortex energies inside and out-
side the clumps. We define a clump as a circular area of radius
0:2R that coincides with the initial radius of the clump. The
grouping in each time step is inapplicable during � � 0 through
4, because the transition from four to two clumps is not com-
pleted yet in this period and there is no clumplike distribution.
Thus, we use the grouping data obtained at � � 4 for the energy
calculations between � � 0 and 4.
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by the temperature that is determined from the density of
states. By using the large-scale numerical sampling for the
microcanonical ensemble, we determine the density of
states. The time-asymptotic vortex distribution of the sys-
tem with given energy and angular impulse shows a clear
correlation with the temperature. At negative temperature,
the same-sign vortices tend to condense into clumps by
gaining the energy from other vortices remaining in the
background. The correspondence between the vortex dy-
namics and the temperature supports the long-standing in-
terpretation in terms of the negative temperature. Remain-
ing issues include the precise evaluation of the density of
states at a high system energy E> 60, in-depth physical
interpretation of Ec / N�1 at negative temperature, and
morphology of the clumps in the time-asymptotic states.
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