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Emission-Depth-Selective Auger Photoelectron Coincidence Spectroscopy
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The collision statistics of the energy dissipation of Auger and photoelectrons emitted from an
amorphized Si(100) surface is studied by measuring the Si 2p photoelectron line as well as the first
plasmon loss peak in coincidence with the Si-L V'V Auger transition and the associated first plasmon loss.
The Si 2p plasmon intensity decreases when measured in coincidence with the Si-LV'V peak. If measured
in coincidence with the Si-LVV plasmon the decrease is significantly smaller. The results agree
quantitatively with calculations accounting for surface, volume, and intrinsic losses as well as elastic
scattering in a random medium. In this way one can determine the average emission depth of individual
electrons by means of Auger photoelectron coincidence spectroscopy, which therefore constitutes a
unique tool to investigate interfaces at the nanoscale level.
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In the past decades electron spectroscopy has found
widespread application for investigating the electronic,
structural and magnetic properties of materials in various
aggregation states. In condensed matter, the strong
electron-solid interaction gives rise to a small electron
inelastic mean free path (up to several tens of an A),
resulting in the high surface sensitivity of the technique
[1]. By changing the photoelectron kinetic energy and
take-off angle, the average probing depth can be varied.
However, it is not possible in this way to directly determine
the photoelectron escape depth with a resolution better
than the mean free path. This poses severe restrictions for
calibrating the depth scale of nanosystems where a depth
resolution significantly smaller than the electron mean free
path is of great interest [2,3].

In Auger photoelectron coincidence spectroscopy
(APECS), photoelectrons are measured in coincidence
with Auger electrons emitted from the same ionization
event. This allows one to study the emission process in
greater detail, permitting the identification of initial and
final state effects, satellite structures, shake processes, etc.
[4-10]. In early work in this field [4], it was already
pointed out that the surface sensitivity of the technique is
enhanced as compared to ordinary electron spectroscopy,
manifest in a decreased inelastic background in the experi-
mental spectra [5,6].

A quantitative model for the surface sensitivity of
APECS has been put forward [11], in which it was shown
that the surface sensitivity of the technique can be varied
by measuring the photoelectron peak in coincidence with
the loss features accompanying the main Auger line, and
vice versa. A first successful test of this model for the

0031-9007/05/94(3)/038302(4)$23.00

038302-1

PACS numbers: 82.80.Pv, 68.49.Jk, 79.60.—i

coincident (peak-peak) angular distribution was carried
out recently [12]. In the present Letter, peak-peak and
peak-plasmon coincidences of the Si 2p core-hole spectra
emitted from an Si(100) surface (amorphized by ion bom-
bardment) are reported. The theory for the surface sensi-
tivity [11] is quantitatively verified and the ability of
APECS to determine the average emission depth of indi-
vidual Auger and photoelectrons is demonstrated. This
makes the technique a unique tool to investigate interfaces
at the nanoscale level.

Within the framework of a linearized Boltzmann-type
kinetic equation [1,13,14], the emerging spectrum may be
assumed to consist of groups of electrons that have expe-
rienced a certain number of inelastic collisions of different
kinds (bulk, surface, or intrinsic excitations). The energy
fluctuations within each group are given by multiple con-
volutions of the energy loss distribution in an individual
excitation. The collision statistics are described by the so-
called partial intensities, i.e., the number of electrons
within a given group of n-fold inelastically scattered elec-
trons. For surface and intrinsic excitations these quantities
are commonly assumed to follow Poisson statistics. The
extrinsic partial intensities for bulk scattering, C,, , depend
on the elastic as well as the inelastic interaction and can be
established by numerical calculations [15]. An example is
shown in Figs. 1(a) and 1(b)that display the escape proba-
bility of the Si 2p [, (z)] and Si-LVV [¢,, (2)] electrons
which have experienced a certain number of volume
excitations.

The corresponding total number of escaping electrons is
derived from the area under these curves. In the case of
APECS, one is only interested in electrons created at the
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FIG. 1. (a) Partial escape distribution, or depth distribution function (DDF), ¢, (z, 8,) for the Si 2p;, transition. These data were

simulated by means of a Monte Carlo model [15] for normal x-ray incidence, and with the Auger and photoelectron detected at an off-
normal emission angle of 60°, as indicated in the inset. (b) Same as (a), for Si-LV'V Auger electrons. (c) Reduced double differential

partial intensities for bulk inelastic scattering y,,, ,,

= Cpyn, / C,,=0,n,=0 Calculated from the curves in (a) and (b) using Eq. (1). The

dashed curve represents the Si 2p singles partial intensities for bulk scattering.

same location, and the partial intensities for APECS for an
ideally flat homogeneous surface can be written as

Copny = fo &, (2P, (2)dz, (1)

where ny and n, denote the collision number of the photo-
electron and Auger electron, respectively. A survey of the
collision statistics for the Si 2p APECS core-hole spectrum
is presented in Fig. 1(c), which displays the partial inten-
sities normalized by the elastic peak area. If the Si 2p peak
is measured in coincidence with the LVV no-loss peak
(curve labeled ny = 0), the first and higher order plasmons
(ny = 1) are strongly reduced with respect to the singles
spectrum (dashed line). If the same spectrum is measured
in coincidence with the first plasmon in the Auger line
(ny = 1), the intensity of the inelastic background in-
creases again. Since the probability for inelastic scattering
increases monotonically with the respective path length,
those Auger electrons that end up in the first plasmon peak
originate from larger depths. Then the 2p electrons mea-
sured in coincidence with them will also travel a longer
path length in the solid and the probability for experiencing
an inelastic collision increases. An estimate for the average
emission depth in the rectilinear motion model ignoring
surface and intrinsic excitations yields

Dy = (14 + ny + AR 2)
Ma T px

where wyx = Agxcosfy,yx, A denotes the inelastic mean
free path, and @ represents the emission angle. Thus the
emission depth of the elastic peak in the photoelectron
spectrum (ny = 0) can be selected by measuring the spec-
trum in coincidence with energies corresponding to a
particular number of plasmon losses in the Auger line.
For common electron spectroscopy, the photoelectrons in
the elastic peak always originate from the same average
depth (z) = uy. This illustrates the ability of APECS to
select the average electron emission depth. In the present
Letter, the collision statistics have been investigated for

ny, = 0,1 and ny = 0,1 by measuring the related peak-
peak, peak-plasmon, and plasmon-plasmon coincidences.

A Si(100) sample was cut from a wafer of lightly doped
Si (10 P atoms cm ™), mounted in the chamber of the
ALOISA beam line at ELETTRA (base pressure 3 X
10719 mbar) [16], and subjected to repeated cycles of
annealing at 1100°C and 3 keV Ar*' sputtering. After
this treatment the C and O contamination levels were
below 10% of a monolayer and the resulting surface was
completely amorphized to sufficiently large depths, as
verified by x-ray photoemission spectroscopy (XPS) angle
scans that exhibited no diffraction effects. During the
coincidence measurements the cleaning procedure was
repeated at every injection of electrons in the ring, which
took place every ~24 h. Singles spectra measured as a
reference at hv = 300 eV were subjected to a partial in-
tensity analysis [1,13,17]. This was done to eliminate
multiple scattered electrons and to determine the peak
parameters and gain information on the intrinsic and sur-
face excitation probabilities needed in the simulation of the
APECS spectra.

As an example, Fig. 2 shows the Si-LVV peak as
measured (dash-dotted line) and after line shape analysis
(data points). The background subtracted spectrum was
fitted by three Gaussians. These three components com-
pare well with the assignment of Pernaselci and Cini [18]
who calculated the Si-LVV and Si-KVV line shapes by
means of an extended Cini-Sawatzky theory. Thus the
dashed curves are identified as the self-convolution of the
p-state electronic density of states (p-DOS), while the
dotted curve corresponds to the convolution of the s- and
p-DOS. The intensity ratio of the sp- and p p-contributions
of our results is 0.30 = 0.05, close to the value of 0.38 *
0.02, as quoted in Ref. [19]. The background subtracted
Si 2p spectrum was fitted to a linear combination of two
Doniach-Sunjic line shapes with a fixed doublet ratio of
121,3/2/12131/2 = 2. The separation between the 2p,/,, and
2p3/, component was 0.6 eV, in good agreement with
earlier assessments [20].
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FIG. 2. Experimental Si-LVV singles spectrum [15] (dash-
dotted line). The same spectrum subjected to a Partial
Intensity Analysis [1,13,17] is represented by open circles.

Subsequently, Si 2p electrons detected in the two bi-
modal analyzers (energy resolution AE = 2.2 eV) of the
ALOISA apparatus were measured in coincidence with
Auger electrons arriving in the five axial analyzers (AE =
3 eV) [16]. The photon beam intensity was decreased by
reducing the monochromator slit width to give a true to
random coincidence ratio of approximately one in the
peak-peak coincidences. For the coincidence measure-
ments the sample surface normal was in the plane of
incidence of the incoming (linearly polarized) light and
the polarization vector. The angle between the sample
surface normal and the incidence direction of the light
was chosen to be 72°, well below the critical angle for
total reflection of ~84° at hyv = 300 eV. The bimodal
analyzers that were also in the plane of incidence were
oriented at emission angles of 2° and 20° relative to the
surface normal. The plane of the axial analyzers was tilted
35° with respect to the plane of incidence.

Two of the axial analyzers were tuned to the no-loss
Auger peak, while the other three measured the intensity at
the first plasmon loss, as indicated by the arrows in Fig. 2.
After data acquisition, the spectra recorded in coincidence
with the LVV peak and plasmon loss were combined to
yield the 2p spectra shown in Fig. 3 with the required
statistics in the plasmon region. The energy range chosen
for the 2p spectrum is shown in Fig. 3 and covers the no-
loss peak and the first volume plasmon as well as a single
point well above the peak, recorded as a reference. Data
accumulation took place over a period of 6 d with an
effective counting time of approximately 90 h.

The filled circles in Fig. 3 represent the singles spectra of
the Si 2p region that are compared with the intensities
measured in coincidence with the elastic peak (open tri-
angles, referred to as “PK” hereafter) and the inelastic
background (open circles, “BG’) in the Si-LVV Auger
electron line. All data shown in this figure are normalized
to the same height in the peak maximum. The intensity of
the plasmon in the PK spectrum is significantly reduced as

Si 2p
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FIG. 3. Si 2p spectrum measured in coincidence with the
background in the Si-LVV spectrum (open circles, see arrows
marked “background” in Fig. 2), as well as with the peak of the
Si-LVV Auger line (open triangles, arrow marked “peak’ in
Fig. 2). The filled circles are the corresponding singles inten-
sities. The solid and dotted lines represent results of model
calculations with the SESSA software (Simulation of Electron
Spectra for Surface Analysis) [15] (see text). The data were
normalized at the peak maximum. The inset shows an expanded
view of the BG and PK spectra.

compared to the singles spectrum, by about a factor of 2.5.
This is a consequence of the well-known enhancement of
the surface sensitivity of APECS as compared to ordinary
XPS [4]. In the BG spectrum, the first plasmon intensity is
higher, indicating that the path length the electrons travel
inside the solid is longer, or in other words, that they
originate from greater depths. These observations are
qualitatively consistent with the theoretical considerations
for the surface sensitivity discussed above. This can be
seen in Fig. 1(c) where the corresponding partial intensities
for the first volume plasmon in the singles spectrum (the
point ny = 1 in the curve labeled “2p, singles’) is larger
than for the BG spectrum (y,,,—; ,,=1) While the latter is
in turn larger than for the PK spectrum (y, —;,,=¢). The
experimental results therefore also provide direct proof for
the existence of extrinsic plasmons that are independent
from the atomic decay and (many-electron) relaxation
processes involved in the photoelectron emission at the
source.

For a quantitative comparison one has to account for
elastic as well as intrinsic and surface inelastic collisions.
Resulting simulated spectra [15] are shown in Fig. 3 as
solid and dotted lines which agree quantitatively with the
experimental data. The main uncertainty in the theoretical
spectra is the intensity of the surface plasmon peak and the
contribution of intrinsic excitations. However, even when
surface and intrinsic excitations are completely disre-
garded in the simulation, the ratio of intensities of the first
plasmon peak of the simulated BG and PK spectrum
changes only by up to 15% and agrees with the measure-
ments within the experimental uncertainty. Therefore we

038302-3



PRL 94, 038302 (2005)

PHYSICAL REVIEW LETTERS

week ending
28 JANUARY 2005

conclude that the change of the plasmon intensity is a
signature of the different depths sampled in the PK and
BG spectrum and, most importantly, that the intensity of
the elastic peak of these spectra is due to electrons with a
different average emission depth: while the electrons in the
PK spectrum originate from an average depth of about
2.0 + 2.1 A, the average emission depth of the BG spec-
trum amounts to about 4.7 = 4.9 A. The singles spectrum,
on the other hand, consists of electrons emitted from an
average depth of 6.1 * 6.5 A.

The uncertainties quoted above for the emission depths
represent the root-mean-square widths o of the fluctua-
tions in the emission depth. In the rectilinear motion
model, o, is equal to the average emission-depth (z)o,
described by Eq. (2) for APECS, and equal to wy for
ordinary XPS. A realistic estimate of the emission depth
cannot be derived from a simple analytic formula, since it
should account for all different scattering processes and
also depends on the shape of the Auger and photoelectron
peak, the shape of the inelastic cross section, and the
energy interval in which the Auger and photoelectrons
are accepted [11]. Furthermore, this formula neglects that
a part of the electrons in the BG spectrum are measured in
coincidence with the intrinsic plasmon of the LVV Auger
line, which leads to an additional broadening of the
emission-depth fluctuations since intrinsic excitations can
take place at any depth. These phenomena have been
accounted for in the values for o, presented above. It
can therefore be stated that the present results prove the
ability of APECS to discriminate the average emission
depth of individual electrons within the limits of the sta-
tistical fluctuations of the emission depth that are inherent
to the stochastic process for multiple scattering.

Another interesting feature seen in Fig. 3 is the change in
the linewidth of the coincidence spectra as compared to the
singles spectrum. The simulated spectra match the experi-
mental linewidth by allowing for a narrowing of the line-
width of the coincidence spectra by 0.8 eV, taking into
account the experimental broadening of 1.1 eV. The fact
that our measurement comprises the unresolved 2p,/, and
2p3, components makes the interpretation of this obser-
vation difficult. However, it is noted that the line narrowing
seems to be symmetric, indicating that both core-hole
components are indeed present also in the coincidence
spectra.

It was already anticipated [4] that APECS can be used to
remove the core-hole lifetime broadening and modify other
contributions to line broadening. Indeed, line narrowing in
photoemission spectra by APECS has been observed by
several groups [7,10] and is a clear indication for the one-
step character of the Auger emission process [21]. The
present observation adds to the body of evidence for this
statement but on the basis of the experimental energy
resolution and statistics it is difficult to decisively pinpoint
the reason for this observation.
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