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Simplification of the magnetic field-versus-temperature phase diagram and quantum criticality in
URu2Si2 dilutely doped with Rh are studied by measuring the magnetization and resistivity in
magnetic fields of up to 45 T. For x � 4%, the hidden order is completely destroyed, leaving a single
field-induced phase II. A correlation between the field dependence of this phase and that of the quantum
critical point, combined with the suppression of the T2 coefficient of the resistivity within it, implicates
field-tuned quantum criticality as an important factor in phase formation.
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Quantum criticality is becoming increasingly recog-
nized as a controlling factor in the creation of novel
phases [1–4]. In addition to quantum fluctuations provid-
ing opportunities for quasiparticle pairing, quasiparticle
divergences associated with quantum criticality itself can
potentially cause the metallic phase to become unstable
[3–6]. There exist several examples where novel (mostly
superconducting) phases appear within close proximity
of a critical pressure (or dopant concentration) p at which
a quantum critical point (QCP) is realized [7–9].
However, proof of a causality link between quantum
criticality and phase formation remains a formidable
experimental challenge. Even its microscopic origin re-
mains subject to theoretical debate [1]. This is equally
true for antiferromagnetic QCPs [10], metamagnetic
transitions [11], and proposed QCPs concealed beneath
the superconducting phase of the cuprates [12].
URu2Si2 is an example of a system where signatures of

quantum criticality appear at very strong magnetic fields
B� 40 T [13,14], suggestive of a QCP concealed beneath
a complex region of interconnecting phases [13,15].
Because of the possible involvement of magnetic field-
induced quantum criticality in the creation of some (or
all) of the phases, this system could constitute an impor-
tant paradigm for future models. The order parameters
involved nevertheless remain unidentified [13,15], and at-
tempts to understand the phase diagram under a magnetic
field are compounded by a ‘‘hidden order’’ (HO) parame-
ter [16], which terminates in the same region of the phase
diagram where quantum criticality occurs [17,18].

In this Letter, we show that the dilute substitution of
Rh in place of Ru, so as to yield U�Ru1�xRhx�2Si2, pro-
vides an opportunity to study quantum criticality in the
absence of HO [19,20]. When x � 4%, the HO parameter
no longer exists [19,20], giving way to a heavy-Fermi
liquid at low magnetic fields. The central message of this
Letter is that Rh doping yields a single field-induced
phase, previously referred to as ‘‘phase II’’ [13], with a
0031-9007=04=93(20)=206402(4)$22.50
clear nexus between phase II and the QCP. The field at
which the highest critical temperature is observed, BII,
and the field at which the QCP occurs, BQCP, move
together with x. Evidence for quantum criticality is ob-
served outside the ordered phase, being consistent with a
single point (hidden beneath phase II) at which the effec-
tive Fermi energy of the quasiparticles "F � �h2k2F=2m

�

extrapolates to zero from both the high and low magnetic
field limits.

The present study is performed on single crystals of
U�Ru1�xRhx�2Si2 of composition x � 2%, 2.5%, 3%, and
4%, with limited supplementary measurements per-
formed on the x � 0 and x � 1% systems to verify con-
tinuity with x and consistency with previous measure-
ments [13,14,19]. Single crystals are grown using the
same Czochralski method as used by Yokoyama et al.
[20]. Measurements of the magnetization M are per-
formed using a long-pulse magnet [14], while measure-
ments of the resistivity � are performed in the 45 T
hybrid magnet in Tallahassee [13]. Supplementary mea-
surements of �, made using the pulse magnet, provide a
reliable means for verifying that isothermal conditions
are achieved throughout [17]. Temperatures T down to
400 mK are achieved using a plastic 3He refrigerator.
Identical methods to those used in the case of pure
URu2Si2 for extracting phase boundaries, the Fermi cross-
over temperature T�, locus �T�max; B� of the magneto-
resistivity maximum �max, and the low temperature T2

coefficient A of � [13,14] are repeated here for each x.
Figure 1 shows the evolution of the phase diagram and

quantum criticality in U�Ru1�xRhx�2Si2 with x, where
different ordered phases are shaded for clarity. For x �
2%, the phase diagram is similar to that obtained for pure
URu2Si2, but with ‘‘phase V’’ absent. In URu2Si2, the HO
phase dominates the low temperature thermodynamics
over a wide interval in field, while phase III was consid-
ered as a possible reentrant HO phase [14]. Phase II is a
much weaker feature that nevertheless appears in trans-
 2004 The American Physical Society 206402-1
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FIG. 2. (a) Comparison of the trends in BII, BQCP, and BM as x
is varied. (b) Percentage differences between BII and BQCP and
BM and BQCP.

0

2

4

6

0

5

10

15

20

20 25 30 35 40 45

U Ru
1-x

Rh
x 2

Si
2

 

 B (T)

T
 (

K
)

HO II III

B
M

T*

ρ
max

x = 2 %

 A
-1

/2
 

K
µΩ

-1
/2
cm

-1
/2

0

5

10

15

20

 

 

 T
 (

K
)

HO
II

ρ
max

B
M

T*

x = 2.5 %

III
0

2

4

6

 A
-1

/2
 

K
µΩ

-1
/2
cm

-1
/2

0

5

10

15

20

 

 

 T
 (

K
)

HO

T*

ρ
max

II

B
M

T*

x = 3 %

0

2

4

 A
-1

/2
 

K
µΩ

-1
/2
cm

-1
/2

20 25 30 35 40 45
0

5

10

15

20

 

 B (T)

 T
 (

K
)

T*

ρ
max B

M

T*

II

x = 4%

0

2

4

 A
-1

/2
 

K
µΩ

-1
/2
cm

-1
/2

FIG. 1. High magnetic field region of the phase diagram of
U�Ru1�xRux�2Si2 for compositions x � 2%, 2.5%, 3%, and 4%,
in which the ordered phases are shaded for clarity. Open
squares correspond to maxima in �, open circles (pentagons)
correspond to sharp extremities in @�=@B (@�=@T). ‘‘	’’
symbols delineate the T and B coordinates of the maxima
�max in the magnetoresistivity, while up-triangles delineate
the crossover T� from low temperature T2 resistivity behavior
to high temperature sublinear behavior. Dotted lines corre-
spond to fits to the function T�B� / jB� BQCPj�, as described
in the text.‘‘�’’ symbols represent A�1=2 plotted using the right-
hand axes, while ‘‘�’’ symbols represent the same data rescaled
for B< BQCP as described in the text.
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port [13], ultrasound velocity [15], and specific heat
[17,18] measurements. Open symbols delineate what we
propose to be direct evidence for phase transitions as
found in URu2Si2 [13,14]. Squares represent maxima in
the differential susceptibility � � �0@M=@B that usually
occur at first order phase transitions [21] or crossovers,
while circles and pentagons represent sharp extremities in
the derivatives @�=@B and @�=@T, respectively.
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The phase diagram already starts to change profoundly
upon making an incremental change in x from 2% to
2.5%. Most notably, the region occupied by phase II ex-
pands with its corresponding phase transition features in
@�=@T, @�=@B, and � becoming stronger. By contrast,
the HO phase is suppressed, especially at low magnetic
fields [19], while phase III becomes very narrow, devel-
oping a ‘‘rabbit ear’’ shape. At x � 3%, phase III has
abruptly disappeared, while phase II encroaches deeper
into the region previously occupied by the HO phase,
whose transition has become considerably weakened.
Once x � 4%, the data are consistent with the vanishing
of the HO phase reported byYokoyama et al. [20], leaving
phase II as a single field-induced phase.

Phase III (the ‘‘reentrant hidden order’’ phase) was
proposed to be the product of quantum criticality in
previous magnetization studies [14]. The present study
indicates that this appears also to be true for phase II.
The QCP, which corresponds to the convergence of dotted
lines obtained upon fitting and extrapolating physical
parameters T�, A, and T�max, is concealed beneath
phase III in pure URu2Si2 but is now submerged beneath
phase II for x * 2% in Fig. 1. Evidence for quantum
criticality is obtained from the temperature dependence
of the resistivity. A first, though indirect, indication of
field-induced quantum criticality is the emergence of a
broad maximum �max in the magnetoresistivity at
�T�max; B� [13,22], delineated by 	 symbols in Fig. 1,
which systematically narrows and shifts to higher mag-
netic fields on decreasing T. This is also true for pure
URu2Si2 [13], for which �T�max; B� can be fitted to a
generic function of the form T�max / jB� BQCPj�, in
accordance with the scaling theory of quantum phase
transitions [23]. Fits of this function (dotted line) in the
case of the Rh-doped samples in Fig. 1 yield � � 0:60

0:05 and the values for BQCP shown in Fig. 2(a).

The collapse of "F on approaching BQCP provides more
direct evidence for quantum criticality, which can be
inferred from both the exponent n and the prefactor A
of � on fitting its T dependence to ��T� � �0 	 ATn for
0:6 & T & 3 K. In the regions outside the ordered phases,
as in the case of pureURu2Si2, n crosses over from a value
of n � 2 to n � 1 at T�. This is seen directly as a broad
maximum in the derivative @�=@T, represented by filled
206402-2
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FIG. 3. Plot of A versus B for x � 4%, with fits to the
function A / jB� BQCPj� in the regions outside phase II,
which is enclosed between dotted lines.
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triangle symbols in Fig. 1. This crossover is observed at
fields both above and below BQCP for x � 3% owing to the
suppression of the HO. Fits of the function T� /

jB� BQCPj� to the T� data yield � � 0:70
 0:05 for B>
BQCP and � � 1:0
 0:1 for B< BQCP. Since Fermi liquid
behavior with n � 2 is conditional upon kBT < "F, T�

could correspond to the situation in which the width of the
derivative of the Fermi-Dirac distribution function �kBT
approximately matches "F. Combining the Sommerfeld
expression of the electronic specific heat with the
Kadowaki-Woods [24] ratio RKW � A=�2 yields "F �
�2k2B@NA

����������������
RKW=A

p
, where @ � 0:016 [25] is the volume

of the Fermi surface divided by that of the Brillouin zone.
On inserting A�1=2 � 3 K�!�1=2 cm�1=2 for x � 4% at
18 and 45 T in Fig. 1 (� symbols) into this expression, we
obtain "F=kB � 12 K, in fair agreement with the ob-
served values of T� (triangles) at 18 and 45 T in Fig. 1.
In fact, a general scaling proportionality T� / A�1=2 / "F
can be seen to apply for all B in Fig. 1, although rescaling
of A�1=2 by 2.2 and 1.5 is required at fields B< BQCP for
x � 3% and 4%, respectively (� symbols in Fig. 1). Since
A depends on the number of particles as well as their
effective masses, this rescaling between B< BQCP and
B> BQCP is suggestive of a change in Fermi surface
topology at BQCP [25].

The ease by which simple power laws proportional to
jB� BQCPj

� are able to fit the field dependence of T�max,
T�, and A�1=2 (scaled) in Fig. 1, with different exponents
� but a common value of BQCP, is strongly suggestive of a
single QCP hidden beneath phases II and/or III at all
concentrations 0 � x � 4%. A probable causality link
between this QCP and phase II becomes apparent in
Fig. 2(a) on comparing BQCP with BII, the field at which
the transition temperature into phase II is highest. Both
move together as x is varied, with a difference in field of a
few percent between them being approximately indepen-
dent of x in Fig. 2(b). The same is true for the metamag-
netic crossover field BM, which we estimate here by
extrapolating the high temperature maximum in � to
the T � 0 intercept. While there is a clear correlation
among BQCP, BII, and BM, the existence of an approximate
2%–3% discrepancy in field between BQCP and BM is
surprising. These two quantities are considered to be the
same in the quantum critical end point model
[11,13,14,22].

The quantum critical end point scenario was proposed
to address the apparent absence of symmetry breaking at
the T � 0 metamagnetic transition and its transformation
into a mere crossover at finite temperatures [11,22].
Models that consider the magnetization as the order pa-
rameter provide a good description of the behavior seen in
Sr3Ru2O7 [11,22] but have yet to account for large dis-
continuous changes in Fermi surface topology (by as
much as one electron per Ce or U atom) that occur in
itinerant f-electron metamagnets such as CeRu2Si2 [26]
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(as might also occur at BM in URu2Si2 [14]). This aspect
of the physics might instead be captured by models that
propose quantum criticality to be driven by changes in
‘‘topological order’’ between two different Fermi liquid
states with different Fermi surface topologies and differ-
ent quasiparticles [27]. In such a model, localization of
the f electrons within one of the Fermi liquid states then
becomes a precondition for magnetic order (whether this
involves their antiferromagnetic or ferromagnetic align-
ment), with other factors ultimately determining the point
at which ordering takes place, thereby relaxing the re-
quirement that BQCP � BM.

While the microscopic origin of quantum criticality in
heavy fermion metamagnets remains subject to debate,
Figs. 1 and 2 do nevertheless provide evidence for phase II
forming as a means of avoiding the QCP at BQCP. In
addition to the common trend among BQCP, BM, and BII
in Fig. 2, the formation of phase II appears to quench the
divergence in A in Fig. 3 that would otherwise occur in its
absence. The dotted line fits imply that we would expect
A�1=2 and T� to collapse to zero at BQCP in Fig. 1, which is
equivalent to a divergency in A and a singularity in the
electronic density of states g�"F� � 2=3"F per electron at
"F. Such a singularity is energetically unfavorable, be-
cause the potential gain in free energy F � �g�"F�%2=2
caused by the opening of a gap 2% upon formation of an
ordered phase depends on g�"F�. The extrapolated fit to
A�1=2 is plotted as A in Fig. 3 for the x � 4% sample, for
which the HO phase is absent. Rather than continuing
to diverge at BQCP, as predicted by the fits of A to A /

jB� BQCPj
� (note the logarithmic scale), actual values

of A [and therefore also g�"F�] fall to a local mini-
mum within phase II, indicating that its formation is
effective at mitigating quasiparticle divergences. Such
a reduction in A is consistent with a scenario in which
the formation of phase II lowers the total energy of the
system in avoiding the QCP by opening a partial gap at
"F. This was one of several possibilities considered to
account for a drop in A close to BM in Sr3Ru2O7 at low
temperatures [22]. In URu2Si2, the actual existence of
new phases is confirmed by the thermodynamic verifica-
206402-3
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tion of phase transitions in the magnetization [14] and
specific heat [17].

An important finding in the present study is that we can
unambiguously eliminate the HO parameter as being
responsible for quantum criticality, since this phase is
absent for x � 4%. The close proximity of the HO phase
does nevertheless add to the complexity of the phase
diagram for x < 3% in Fig. 1. Whereas the HO parameter
becomes rapidly weakened on doping with Rh, phase II
is robust and may even become slightly strengthened.
Phase III (considered as a possible reentrant HO [14])
suffers a similar fate to the HO. It is further interesting
to note that M within phase II acquires a value that is
approximately one-third of the saturated value above
38 T, upon taking into consideration the background
linear slope in Fig. 4. A qualitatively similar one-third
magnetization state is observed in UPd2Si2, which is
proposed to be a system where the staggered 5f moments
are in a '5 Ising doublet configuration [19]. A low energy
Fwithin phase'5 doublet has been proposed to give rise to
competing antiferromagnetic and antiferroquadrupolar
phases in URu2Si2 at low magnetic fields (the latter also
being a candidate for the HO parameter) [19,28], and a
heavy-Fermi-liquid (i.e. Kondo singlets) in the absence of
order.

In the present study, we conclude that phase II likely
forms as a means of avoiding quasiparticle divergencies
that would otherwise occur at a magnetic field-tuned
QCP. Supporting evidence includes the quenching of
A / g�"F�2 within phase II in Fig. 3, and the common
trend in BQCP, BII, and BM as a function of x. The present
results therefore identify U�Ru1�xRhx�2Si2 as a promising
candidate for establishing a causality link between field-
tuned quantum criticality and the creation of novel field-
induced phases.
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Note added.—The raw data pertaining to Fig. 1 have
been archived [29].
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