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Breakup Densities of Hot Nuclei
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Breakup densities of hot 197Au-like residues have been deduced from the systematic trends of
Coulomb parameters required to fit intermediate-mass-fragment kinetic-energy spectra. The results
indicate emission from nuclei near normal nuclear density below an excitation energy E�=A & 2 MeV,
followed by a gradual decrease to a near-constant value of �=�0 � 0:3 for E�=A * 5 MeV.
Temperatures derived from these data with a density-dependent Fermi-gas model yield a nuclear
caloric curve that is generally consistent with those derived from isotope ratios.
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Knowledge of the dependence of nuclear density on
excitation energy is of central importance in understand-
ing nuclear compressibility and the equation of state of
finite nuclear matter. The breakup density is particularly
relevant to models of multifragmentation phenomena [1–
4], which assume that at sufficiently high temperatures
thermal pressure and Coulomb forces drive nuclear ex-
pansion and subsequent decomposition of the system. The
models of Refs. [1–3] assume an a priori breakup density,
�=�0, when the threshold temperature for multifragmen-
tation is reached; i.e., the transition can be viewed as
abrupt. In the models of Refs. [4,5], the breakup density
decreases continuously as a function of excitation energy.
This transition from normal to dilute nuclear density
depends upon the stiffness of nuclear matter as a function
of temperature. Hence, it is important to obtain experi-
mental data that relate the breakup density to the tem-
perature of the fragmenting source.

Previous experimental studies [6] have shown that,
above an excitation of about 4 MeV per nucleon, the
breakup time scale is of order 20–50 fm=c. In this same
excitation-energy region, derived nuclear temperatures
deviate significantly from Fermi-gas expectations and
caloric-curve-like behavior is observed [7]. Here we ex-
tract breakup densities from experimental intermediate-
mass-fragment (IMF) spectra and examine the results in
the context of current nuclear caloric-curve results.

Perhaps the most direct experimental signal of decreas-
ing nuclear density is found in the centroids of the
Coulomb-like peaks of the kinetic-energy spectra for
intermediate-mass fragments (IMF : 3 � Z & 15) pro-
duced in thermal-like events. The peak centroids are
expected to increase systematically with increasing exci-
tation energy due to combined Coulomb and temperature
effects. Experimentally, just the opposite is observed at
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high excitation energy per nucleon E�=A [8–10], which
suggests emission from an expanded/dilute source.

Recently, the density evolution as a function of excita-
tion energy has been derived from caloric-curve measure-
ments [11]. In this analysis, the inverse level-density
parameter, K���, is given by
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�
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where "th is the thermal energy per nucleon, m� is the
effective nucleon mass, �0 is the central density of nor-
mal nuclear matter, and the temperature T is derived from
double-isotope ratios [12]. From the caloric-curve data,
the corresponding density can be derived. The results [11]
indicated a decreasing density from unity at low excita-
tion energies to �=�0 � 0:40 near E�=A � 6–7 MeV, fol-
lowed by a near-constant density at higher E�=A.

In this Letter, we use experimental data based on IMF
kinetic-energy spectra to determine the breakup density
as a function of excitation energy. As an initial approxi-
mation, we assume that the effective mass ratio is unity
and "th can be approximated by the excitation energy per
nucleon obtained from calorimetry, E�=A. Then the ratio
K���=K0 becomes

K��� � K0��=�0�2=3 � T2=�E�=A�: (2)

Thus, temperatures derived from density information are
independent of those derived from isotope ratios. The
analysis employs three data sets spanning the
excitation-energy range E�=A � 0:9 to 7.9 MeV: inclusive
200 MeV 4He� 197Au [13] and �20–100�A MeV 14N�
197Au [14], and exclusive 4.8 GeV 3He� 197Au reactions
[15]. Each of these systems was measured with very low
kinetic-energy thresholds for IMF identification and cov-
ered nearly the entire angular range.
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Calculation of E�=A for the inclusive reactions in-
volved the following assumptions. For the 200 MeV 4He
bombardments, complete fusion was assumed for events
in which an IMF was emitted. For this system, moving-
source velocities are consistent with full-momentum
transfer. For the 14N projectile, data obtained at E=A �
20 and 30 MeV behaved similarly to the 200 MeV 4He
case, and source velocities were consistent with full-
momentum transfer [14]. Fits to the 14N-induced data at
E=A � 40; 50; 60; 80, and 100 MeV yielded source veloc-
ities systematically lower than the full-momentum-
transfer value. For these cases, an incomplete-fusion
model was assumed to account for this energy loss, using
the equilibrium source velocity obtained from the fitting
procedure (below). The E�=A values for the 4.8 GeV 4He
reaction were obtained from calorimetry, as described by
Kwiatkowski et al. and Lefort et al. [16,17].

Representative IMF kinetic-energy spectra for Z � 6
fragments are shown in Fig. 1 as a function of E�=A,
measured for the 4.8 GeV 3He� 197Au system. The de-
crease in the peak centroids with increasing bombarding
energy and angle is evident. Spectra were analyzed in
terms of a two-component (three for 14N) moving-source
parametrization [18]. These sources were (i) an equilib-
rium source described by the transition-state formalism
adopted from Moretto [19,20], (ii) a nonequilibrium
source which employed a standard Maxwellian distribu-
tion, and (iii) a projectile-fragmentation source for 14N
breakup. Details are given in Refs. [13–15].

For present purposes, only the equilibrium source is
relevant. The model parameters are d2�=d�dE �
f�ZIMF; �; kC; T; p�, where � is the source velocity
(v=c), T is the spectral slope temperature, and p accounts
for Coulomb barrier fluctuations [18]. Of primary im-
FIG. 1. Energy spectra at 43� and 137� for carbon fragments em
excitation energy. Symbols are as follows: hE�=Ai � 3:4 MeV (�)
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portance, the parameter kC is the fractional Coulomb
barrier energy, kC � BC=Bfission. BC is the mutual repul-
sion energy between the IMF and its heavy partner, given
by BC � 1:44 ZIMFZresidue=d, where d � d0 (AIMF

1=3 �

Aresidue
1=3). For A� 160–180, d0 � 1:80–1:90 fm when

kC � 1:00. Bfission is based upon fission fragment average
kinetic-energy release systematics [21], which provide a
good fit to IMF evaporation spectra at low energies, where
emission from nuclei near normal density is expected.

In the analysis, average values hkCi were determined
from fits to Z � 5–10 spectra for the 200 MeV 4He�
197Au systems [13], Z � 3–9 for the 4.8 GeV 3He� 197Au
experiments [15], and Z � 3–15 for the 14N� 197Au
studies [14]. Errors include both statistical and systematic
effects. Values of hkCi are plotted as a function of excita-
tion energy in the top panel of Fig. 2. To make the 3He and
14N data self-consistent, we have normalized the 4.8 GeV
data at E�=A � 3:4 MeV to the 14N data at E�=A � 3:30
and 3.65 MeV (normalization factor of 0.98).

Breakup-density information resides in the Coulomb
barrier parameter kC. We assume that for these light-
ion-induced reactions, the thermal source is spherical
and the expansion is radial. Since the Coulomb barrier
is inversely proportional to the separation distance d
between the charge centers of the IMF and its source,
the density �� / 1=d3� can be expressed as

�=�0 �
�

BC

Bfission

�
3
� k3C: (3)

In the bottom panel of Fig. 2, the average breakup den-
sities h�=�0i derived from the above assumptions are
plotted as a function of excitation energy. Between
E�=A � 2 and 5 MeV, the analysis indicates a systematic
decrease in density from �=�0 � 1:0 to �=�0 � 0:30. It is
itted from the 4:8 GeV=c 3He� 197Au reaction as a function of
; 4.6 MeV (�); 5.7 MeV (4); 6.8 MeV (�); 7.9 MeV (�).
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FIG. 3. First-order density-dependent Fermi-gas tempera-
tures as a function of excitation energy. The dashed line is
the normal-density Fermi-gas prediction, with T �������������������������
11:3�E�=A�

p
MeV. Symbols are the same as in Fig. 2.

FIG. 2. Top: Dependence of the average moving-source
Coulomb parameter hkCi as a function of excitation energy.
Symbols are as follows: 200 MeV 4He (�); 14N (�); 4.8 GeV
3He (�). Bottom: Average density h�=�0i as a function of E�=A
derived from the kC values in the top panel.
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in this same range of excitation energies that 8:0 GeV=c
�� � 197Au exclusive studies show a rapid decrease in the
emission time scale and a corresponding increase in
multiple IMF production [22], as well as a distinct slope
change in the caloric curve [23] and negative heat ca-
pacity [24]. Above E�=A * 5 MeV, a nearly constant
value of h�=�0i & 0:30 is found. In this regard, it should
be stressed that the fit procedure for the 4.8 GeV 3He�
197Au data [15] attempted to extract upper limits for the
values of kC, and correspondingly �=�0. The relative
constancy of h�=�0i at high E�=A suggests that the limit-
ing density at which freeze-out occurs is reached near
E�=A � 5–6 MeV for nuclei in this system [25,26].

Using the derived average densities, it is of interest to
examine the density-dependent Fermi-gas tempera-
tures [Eq. (2)] implied by these studies. When correlated
with the corresponding excitation energies, this proce-
dure generates a caloric curve for nuclei in the A�
150–190 mass region (Fig. 3). In this analysis, we assume
an empirical inverse level-density parameter of K0 �
11:3 MeV for normal nuclear density�0, determined
from a fit to the data below E�=A � 2:0 MeV. This gives

T �
��������������������������������������������
11:3��=�0�

2=3�E�=A�
q

MeV. Up to E�=A � 2 MeV,
the temperature rises according to Fermi-gas predictions
for normal nuclear density. In the region E�=A �
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2–5 MeV, a distinct change in slope is observed for the
data. Above E�=A � 5 MeV, a constant value of �=�0 �
0:30 in Eq. (2) yields a simple dependence on the square
root of the excitation energy, T � 2:2

���������������
�E�=A�

p
. Overall,

the results are strikingly similar to those obtained using
the double-isotope-ratio thermometer [7,11], as well as
with statistical multifragmentation model calculations
that assume �=�0 ’ 1=3 at breakup [1–3].

We note, however, that the treatment that leads to the
results presented in Fig. 3 makes two simplifying as-
sumptions: (i) the excitation energy determined by the
calorimetric technique is entirely thermal energy, and
(ii) a single value for the inverse level-density parameter,
K, is valid over the entire excitation-energy range
sampled. Previous experimental and theoretical works
have shown that the initial heating of the nucleus leads
to a small expansion, the washing out of shell effects, and
an increase in the nucleon effective mass, resulting in a
decrease of the nuclear level density, reflected as an
increase in the inverse level-density parameter, K [27–
29]. Further, some of the available energy determined
from calorimetry is required for expansion and thus is
not available as intrinsic thermal energy. It is interesting
therefore to attempt a second-order treatment in which
these effects are taken into consideration.

In Ref. [11], the Fermi energy determinations of Moniz
et al. [30] were employed to determine the appropriate
reference value of K0, i.e., the value expected when the
shell effects and collective effects leading to increased
level density above that predicted by the Fermi-gas model
are no longer important and the effective mass m� � 1.
For the mass region sampled in the present experiments,
the measurements of Ref. [30] indicate K0 � 15:2. Data
such as those in Fig. 1 of Ref. [11] indicate that such values
are reached at �2:5 MeV per nucleon excitation energy.
For the following, we assume a linear increase of K from
8 to �15 in the excitation-energy range of 1 to
132701-3



/A (MeV/u)*E
0 2 4 6 8 10

T
 (

M
eV

)

0

2

4

6

8

10

12

14

8
Aa = 

13
Aa = 

FIG. 4 (color online). Corrected temperature versus excita-
tion energy per nucleon for the data of Fig. 2. Circles show the
density-corrected temperature points for the data. The solid
and dashed lines show the Fermi-gas behavior for K � 8 MeV
and K � 15:2 MeV with no density dependence.
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2:5 MeV=A (which is suggested by the lower-energy data
in the referenced figure) and a constant value of K �
15:2 MeV above E�=A � 2:5 MeV.

To evaluate �th, we first calculated the binding energies
per nucleon, �BE, at the different derived densities using
the liquid drop mass formula of Myers and Swiatecki [31].
The surface term was scaled as the bulk term and the
Coulomb term corrected for expansion. The binding en-
ergy changes evaluated in this way show a near parabolic
dependence on density similar to that employed in the
expanding emitting source model of Friedman [4].
However, the absolute values are slightly lower. Using
these values, the thermal excitation energy per nucleon
becomes �th � E=�A�#�BE, where �BE is the difference
between the binding energy per nucleon at normal density
and that at the derived density. At E�=A � 7:9 MeV we
estimate �th � 4:4 MeV.

These methods are used to evaluate K0 and �th for use
in Eq. (1). The resulting temperatures are plotted against
the calorimetric excitation energies in Fig. 4. The general
trend in Fig. 4 is similar to that seen in the previous fig-
ure, but this method of analysis leads to a dip in the ‘‘pla-
teau region.’’ This dip arises from the mismatch created
by the abrupt slope change of the derived densities near
E�=A � 5 MeV compared with the assumed parabolic,
monotonically increasing expansion-energy corrections
of the model used to derive T from the densities.

In summary, breakup densities have been deduced
from the systematic trends in the Coulomb observables
for IMF spectra produced in light-ion-induced reactions
on 197Au. The extracted average densities are consistent
with h�=�0i � 1:0 up to E�=A� 2 MeV but then gradu-
ally decrease, consistent with the models of Friedman [4]
and Sobotka et al. [5]. Above E�=A� 5 MeV, the ob-
tained constant value of �=�0 � 0:3 is intermediate be-
tween experimentally based values of �=�0 � 0:4 [11]
and �=�0 � 0:2 [32], and is consistent with the breakup
132701-4
density assumed in the multifragmentation models of
Refs. [1–3]. Thus, the evolution of nuclear density as a
function of excitation energy and caloric-curve behavior
can be accounted for by a mechanism in which the
fragmentation process is driven by thermal pressure and
Coulomb effects. Alternatively, Sobotka et al. have re-
cently employed the concept of a metastable mononu-
cleus, coupled with changing effective mass, to produce
a decrease in density and a caloric curve with a plateau
similar to that found in both the present work and the
caloric curves based in isotope-ratio temperatures [11].
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