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Measurement of the �� � Correlation using Magneto-optically Trapped 21Na

N. D. Scielzo, S. J. Freedman, B. K. Fujikawa, and P. A. Vetter
Department of Physics, University of California at Berkeley

and Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA
(Received 14 April 2004; published 30 August 2004)
102501-1
The beta-neutrino correlation coefficient, a��, in 21Na is inferred from detecting the �� and low-
energy recoil daughter nucleus. 21Na is produced at the 88-Inch Cyclotron at Lawrence Berkeley
National Laboratory and 800 000 atoms are maintained in a magneto-optical trap. From the measured
time of flight of recoil ions in the presence of a drift electric field, we find a�� � 0:5243� 0:0091.
There may be a dependence on the trapped atom population. This and other systematic uncertainties are
discussed.
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FIG. 1. �� decay of 21Na with ft values for each branch.
The standard model (SM) predicts that the � decay is
mediated solely by the W boson, giving rise to a pure
V � A Lorentz structure. The correlation of the momenta
of the � and � particles is sensitive to scalar and tensor
interactions which are present in some SM extensions [1].
Experimental limits on these exotic couplings are poor,
only about 10% of the dominant V � A terms [2,3].
Precise measurements of this correlation are difficult
because the nuclear recoil is typically <1 keV.

A precise measurement of the �� � correlation coef-
ficient, a��, for the ground-state mirror transition,
21Na�3=2�� ! 21Ne�3=2�� is the focus of this work. A
diagram of the �� decay is shown in Fig. 1. We use a
magneto-optical trap (MOT) to collect and hold a pure
sample of 21Na atoms nearly at rest. For a source without
nuclear polarization, the � decay rate is [4,5]:
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where �Ee; ~pe� and �E�; ~p�� are the � and � four-
momenta, E0 is the end point energy, me is the electron
mass, and F�Z; Ee� is the Fermi function [6]. For allowed
decays, f1, a��, and Fierz interference term (bFierz) are
functions of the fundamental weak coupling constants
and nuclear matrix elements and are nearly independent
of Ee. The Fermi matrix element is unity from isospin
symmetry.

The Gamow-Teller contribution to the decay, �2, can be
determined [assuming the conserved vector current
(CVC) hypothesis] from the ft values of 21Na and the
�0� ! 0�� superallowed transitions as follows:

1� �2 �
2ft�0� ! 0��

ft�21Na ! 21Ne�
: (2)

For the precision necessary for this work, the ft values
must be calculated to better than 1%, which requires
including effects such as radiative and isospin breaking
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corrections. To our knowledge, the most precise calcula-
tion of this ft value to date [7] has included only some of
the necessary corrections. Using this value, we find
a�� � 0:558, with an uncertainty of 0.003 based solely
on the measured E0, half-life, and branching ratio values.
We estimate the net effect of the neglected corrections on
the ft value of 21Na to be <0:5% based on their average
size for the �0� ! 0�� superallowed transitions [8]. We
set a conservative uncertainty on a�� of 0.006 to account
for these corrections.

To compare our results to the SM prediction, several
�1% Ee-dependent corrections to f1, a��, and bFierz must
be considered. Recoil order corrections are given in
Ref. [5]. The magnetic moments of the 21Na [9] and
21Ne [10] nuclei determine the weak magnetism term b �
82:6, assuming the CVC hypothesis. The assumption of
no second-class currents implies that the induced tensor
term d � 0 for an isodoublet transition. Order-� radiative
effects were included according to Ref. [11], which prop-
erly accounts for the four-body final-state from hard
bremsstrahlung emission.

The 21Na is produced by bombarding a powdered MgO
target with 2 �A of 25 MeV protons from the 88-Inch
Cyclotron at Lawrence Berkeley National Laboratory.
Using the techniques described in Refs. [12,13], we main-
tain up to 8	 105 21Na atoms in a MOT. The � decay
leaves 21Ne with a recoil of up to 230 eV in a variety
of charge states [13]. Recoil ions were focused at a
CsI-coated chevron microchannel plate (MCP) detector
2004 The American Physical Society 102501-1
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FIG. 2. Detector and electrode geometry. The scintillator for
the �E and E components of the � detector are shown in solid
black.
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FIG. 3. Monte Carlo simulation of the time of flight spectra
for 21Ne1��3=2�� given a�� � 1 and a�� � 0. There are 107

events in each spectrum.
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FIG. 4. Recoil 21Ne spectra fit with the Monte Carlo simu-
lation. Residuals are shown for ten bins for clarity and divided
by the statistical uncertainty per bin.
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by a static electric field generated by a system of elec-
trodes surrounding the trap. The electrode and detector
geometry is shown in Fig. 2. The ��s were detected in
coincidence using a plastic scintillator �E-E � detector
telescope. A nonmagnetic, tungsten-alloy collimator
thick enough to stop all decay ��s restricted the field-
of-view of the � detector to a region containing the trap.
The 21Ne time of flight (TOF) was recorded following a
trigger from either the �E or E detector. The �� �
correlation was inferred from the TOF distribution, since
aligned lepton momenta result in shorter TOFs because of
larger nuclear recoil towards the MCP.

A detailed Monte Carlo (MC) simulation described in
[13] was necessary for interpreting the results. Decays
were generated with a spatial distribution consistent with
charge-coupled device (CCD) camera images of the
atomic cloud. These images show an atomic cloud less
than 0.5 mm from the chamber center, well described by a
Gaussian distribution with a FWHM of 0.80 mm, inde-
pendent of the trap population. The lepton momenta de-
termine the recoil by momentum conservation. For ��s
that hit the � detector, the ion trajectory was calculated
using SimIon 3D Version 7.0 [14]. The energy lost by the
�� passing through a 127 �m thick Be vacuum window
was calculated for each event using electron and photon
transport code, EGSnrc [15]. Measured energy- and
position-dependent acceptance functions for the MCP
and � detectors were applied. By accepting events that
deposit as little as 50 keV in the � detector, only 2:7�
0:1% of the spectrum is not detected. A correction is
made for the true and accidental coincidences missed
because only the first MCP event was accepted after
each � event. A MC calculation of TOF spectrum for
ground-state 21Ne1� with a�� � 1 and a�� � 0 is shown
in Fig. 3.

Events were generated for both � decay branches, with
probabilities determined by the measured branching
ratios [16] after correcting for internal conversion of the
102501-2
excited-state � ray [13]. Decays to the excited state have a
different TOF distribution because of smaller E0, the SM
predicted a�� � �1=3, and perturbing effect of the de-
cay � ray. For these decays, the �� � directional corre-
lation, the excited-state lifetime, and the effect of recoil
order and radiative corrections are negligible.

Figure 4 shows the coincident 21Ne recoil time spec-
trum collected over 30 h. Although � 80% of the daugh-
ters are 21Ne0, they provide minimal information on the
�� � correlation. Only 18:5� 0:2% of the unfocused
neutrals reach the detector at energies for which the
MCP detection efficiency, EMCP, is energy dependent
[17]. We estimate that atomic metastable 21Ne
, for which
EMCP should be nearly constant, accounts for at most
10% of the 21Ne0 events. For 21Ne0, we find a�� � 0:51�
0:06�stat� � 0:15�syst�, where the systematic uncertainty
is dominated by the detection efficiency dependence on
position, angle, and energy [18].

The distance between the trap and the MCP detector is
83:08� 0:04 mm as determined by the arrival time of the
fastest 21Ne0 recoils. Using this distance in the MC simu-
lation, the difference between the calculated and mea-
sured rising edge of the 21Ne1� TOF peak is 0:1� 0:6 ns,
with the uncertainty dominated by the �0:1 mm uncer-
tainty in electrode positions. This implies the magnitude
of the electric field is accurate to <0:2%.

The electric field collected >99:5% of the recoil ions at
the MCP (in coincidence with detected ��s). The ions
were detected with nearly uniform efficiency at energies
102501-2



TABLE I. Corrections and systematic uncertainties.
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of � 9 keV. Recoil ions encounter no material before
reaching the MCP detector and the collimator in front
of the � detector suppresses most scattered �� back-
grounds. A peak from ��s that backscattered off the
MCP and subsequently triggered the � detector was
used to determine the TOF offset and implied that in-
strumental FWHM timing resolution was <0:9 ns.

Accidental coincidences create a flat background in the
TOF spectrum. In addition, peaks every 90 ns occur from
radiation emitted promptly with cyclotron proton beam
bunches. They constitute 1% of all coincidences and were
fit with a periodic Gaussian function and subtracted from
the data shown in Fig. 4. Backgrounds from sources other
than trapped atoms were measured by intentionally keep-
ing the trap empty by blocking one of the trapping laser
beams. The resulting TOF distribution was consistent
with accidental coincidences.

The �E scintillator has a measured detection efficiency
for 511 keV � rays of 1:05� 0:23% and a correction for
�-21Ne coincidence events must be made. The TOF distri-
bution for these events is difficult to calculate but the
events were empirically selected by requiring energy
deposited in the E but not the �E detector. The magnitude
of the spectrum was determined from the relative detec-
tion efficiency of the �E and E to 511 keV � rays. The
correction to the �� � correlation is 0:0085� 0:0018.

The agreement between the measured and calculated �
spectra (after accounting for the detector resolution) for
21Ne1� coincidences is shown in Fig. 5. The normaliza-
tion was the only free parameter in the fit.

The shake-off ionization process can lead to systematic
effects since the �� � correlation was precisely mea-
sured only for daughter 21Ne that have lost � 2 electrons.
As discussed in Ref. [13], the ratios 21Ne2�:21Ne1� and
21Ne3� : 21Ne1� show no indication the �� or recoil ion
energy influences ionization. A rough calculation indi-
cates that the probability for electron loss for the fastest
recoils could be �0:70% [13] and we apply a correction to
a�� for the possible existence of this effect.

We performed an optical rotation measurement to de-
termine the net nuclear polarization and alignment of the
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FIG. 5. The � energy spectrum for 21Ne1� with a � detector
threshold at 50 keV (dashed line). Accidental and proton beam
induced coincidences have been subtracted. The � 1% excess of
counts below 300 keV is due to Compton scattering of 511 keV
� rays.
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trapped sodium nuclei, which if nonzero, would contrib-
ute additional correlation terms to Eq. (1). Since useful
optical rotation signals required >2	 106 atoms, we
trapped 23Na using the identical trap configuration (both
isotopes have spin 3=2). A 40 �W probe beam with
diameter � 1 mm passed through the trap 45� to the
detector axis. Its polarization was oscillated from �� to
linear to �� to linear at a frequency ! � 50 kHz using a
photoelastic modulator. After passing through the atoms,
the beam was detected using photodiodes and the absorp-
tivity demodulated at 1! and 2! using a lock-in ampli-
fier. The optical depth was determined by the DC
absorption of the probe beam. The probe beam frequency
was swept at 35 MHz=s through the atomic transitions of
interest. Comparing the resulting line shapes to calculated
line shapes for various hyperfine sublevel population dis-
tributions, we conclude that the net nuclear polarization
and tensor alignment were both <0:2%, independent of
the trap parameters.

The free parameters in the fit to the coincident �-21Ne
events shown in Fig. 4 were a��, the number of ions in
each peak, and the magnitude of the flat background. The
systematic uncertainties for 21Ne1� are summarized in
Table I. For higher charge states, the increased sensitivity
to the background level and dead time corrections result
in a larger systematic uncertainty.

For 21Ne1� recoils, we find a correlation between a��
and the number of trapped atoms (shown in Fig. 6) at
2:3�. Including a linear dependence on trap population
increases the confidence level in the fit to 20% from 4%
for a horizontal line. We have investigated potential sys-
tematic effects which could produce a such a correlation.
Gain shifts of <1% in both � and MCP detectors are the
largest known population-dependent effects but account
for only 6% of the observed effect. The CCD camera
images and rising edge of the TOF peaks indicate the
trap position was stable to <0:1 mm, regardless of trap
population. The atomic cloud dimensions appear not to
Source Correction Uncertainty

Gamow-Teller branch �0:0681 0.0018
Recoil order corrections �0:0010
Order-� radiative corrections �0:0041
Recoil ionization �0:0033 0.0033
Polarization and alignment 0.0006
� detection 0.0024
EMCP �0:0038 0.0016
Electric field and simulation 0.0027
Annihilation � rays �0:0085 0.0018
�� scattering �0:0039 0.0016
Background level 0.0003

Total �0:0765 0.0060
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depend on population and cause a shift in a�� of <0:002
when the first 15 ns of each peak was excluded from
the fit.

A possible explanation is 21Na2 dimers formed by cold
photoassociation. The MOT quadrupole magnetic field
configuration can act as a magnetic trap [19] when the
field gradient is large enough to support the molecules
against gravity (as is the case in this work) [20]. Monte
Carlo simulations that include the scattering of recoil ions
off a molecular potential indicate that the largest devia-
tions from the SM could be accounted for by a magneti-
cally trapped 21Na2 population of � 5% of the MOT
population. A dimer population of this size generated by
photoassociation via the MOT lasers is consistent with
measured rates for Na and Cs at our MOT densities [21].
We are beginning research to quantify how many trapped
molecules are present under different experimental
conditions.

Extrapolating the measured �� � correlation coeffi-
cients to zero trap population gives a�� � 0:551�
0:013�stat� � 0:006�syst�, in agreement with the standard
model. However, without definitive evidence of a trapped
molecule population we do not make this extrapolation.
Instead, we apply a procedure used by the Particle Data
Group [22] to account for the spread in 21Ne1� results by

scaling the statistical uncertainty by
������
�2
r

p
(where the

reduced chi-squared �2
r � 2:5 assuming no correlation

with trap population). The systematic uncertainty of
0.0060 common to all 21Ne1� data remains unchanged.
We find a�� � 0:5243� 0:0091 for 21Ne1�, where only
the total uncertainty is quoted because a simple separa-
tion of statistical and systematic uncertainties is no longer
possible due to the scaling. This result deviates by 3�
from the SM calculation. A similar procedure applied to
the 21Ne2� and 21Ne3� results gives a�� � 0:5207�
0:0157 and a�� � 0:564� 0:068, respectively. We find
bFierz � �0:005� 0:028 and weak magnetism b �
59:1� 26:4 (scaled statistical uncertainties only) when
102501-4
these terms were independently allowed to vary along
with a��.

We believe it is also important to accurately determine
the � decay branching ratio to the first excited state of
21Ne before making conclusions about the standard
model. This is the largest correction applied to the data
and significant discrepancies exist between measure-
ments [23–27] that are not reflected in the currently
accepted value of 5:02� 0:13% [16]. From the TOF spec-
tra we can only deduce a branching ratio of 4:3� 1:7%,
with a�� � �0:17� 0:28 (scaled statistical uncertainties
only) for these decays. A definitive measurement is
needed to resolve this situation.
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