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Complex networks with a heterogeneous distribution of loads may undergo a global cascade of
overload failures when highly loaded nodes or edges are removed due to attacks or failures. Since a
small attack or failure has the potential to trigger a global cascade, a fundamental question regards the
possible strategies of defense to prevent the cascade from propagating through the entire network. Here
we introduce and investigate a costless strategy of defense based on a selective further removal of nodes
and edges, right after the initial attack or failure. This intentional removal of network elements is shown
to drastically reduce the size of the cascade.
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The problem of attacks on complex networks [1] has at-
tracted a great deal of attention in recent years [2–6]. The
key factor prompting this research is the observation that
in many growing networks some nodes evolve to become
much more important than others [7,8]. From a global
perspective, the important nodes are those whose removal
may either cause the network to fragment or severely limit
the communication between the other nodes. A prime
paradigm in this context is that of the scale-free networks
(SFNs), which are characterized by an algebraic distri-
bution of degrees (number of edges per node) [7]. While
robust against random removals [2,3,9], SFNs with real-
istic scaling exponents [1] are likely to fragment into
small clusters if a critical fraction of most connected
nodes is removed [2,4,5]. This happens because of the
significant number of edges removed along with the
highly connected nodes [5].

But in networks where the flow of a physical quantity is
important, such as power grids and computer networks,
the fragmentation of the network may be triggered by the
removal of one or very few nodes. Indeed, although the
removal of few nodes has little effect on the connectivity
of the network, these removals may trigger a cascade of
subsequent failures which can in turn switch off or dis-
connect most of the other nodes of the network, such as in
the August 14, 2003 event in the northeastern U.S. power
transmission network and in recent blackouts in western
Europe. A number of important aspects of cascading
failures in complex networks have been discussed in the
literature, including disturbances in power transmission
systems [10], the origin of rare events [11], the effect of
network growth [12], cascades triggered by intentional
attacks [6], avalanche size distributions [13], and con-
gestion instabilities [14] (see also Refs. [15,16]). In par-
ticular, a simple model of cascades of overload failures
has been introduced [6]. The removal of an even small
fraction of highly loaded nodes (due to either attack or
failure) has been shown to trigger global cascades of
overload failures in SFNs and other networks with het-
erogeneous distribution of loads [6]. This calls for an
investigation on possible strategies of defense to pre-
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vent the cascade from propagating through the entire
network.

In this Letter we study a general method to reduce the
size of cascades of overload failures triggered by attacks
on or failures of a small fraction of nodes (hereafter
referred to as the initial attack). One such cascade can
be divided in two parts: (I) the initial attack, whereby a
fraction of nodes is removed; and (II) the propagation of
the cascade, where another fraction of nodes is removed
due to the subsequent overload failures. The size of the
cascade is measured in terms of the ratio G � N0=N,
where N and N0 are the initial [before (I)] and final [after
(II)] number of nodes in the largest connected compo-
nent, respectively. The method of defense introduced here
consists of costless modifications to the network structure
after (I) but before (II). In real networks, (I) and (II) are
separated in time but this time interval is usually much
shorter than the time scale in which the network evolves.
Therefore, it is reasonable to consider that no edge or
node can be rewired or added to the system after the
initial attack because any of these operations would in-
volve extra costs. Accordingly, we assume that, after the
initial attack, the only operations allowed in order to
reduce the size of the cascade are the intentional removals
of nodes and edges. The expression ‘‘intentional remov-
als’’ (IRs) means removals performed after (I) and before
(II). The trick point here is that these removals in general
reduce even more the final number of nodes in the largest
connected component. We show, however, that the IR of
carefully chosen nodes and edges can in fact constitute an
efficient strategy of defense. Our main result is that the
size of the cascade can be drastically reduced with the
IRs of nodes having small load and edges having large
excess of load (to be defined below). Even though any
removal always increases the immediate damage on the
network, the resulting G is in this case significantly larger
(as compared to the case without defense) because these
IRs strongly suppress the propagation of the cascade.

For concreteness, we consider the model of overload
failures introduced in Ref. [6], which is defined as fol-
lows. For a given network W , we assume that at each
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time step one unit of a physical quantity (hereafter called
a packet) is sent from node i to node j, for every ordered
pair of nodes �i; j� belonging to the same connected
component of W . We assume that the packet is trans-
mitted along the shortest paths connecting nodes i and j.
If there is more than one shortest path connecting two
given nodes, the packet is divided evenly at each branch-
ing point. The load Lk on a node k is the total amount of
packets passing through that node per unit of time [17].
Let Sk denote the connected component of node k and
L�i;j�
k denote the contribution of the ordered pair �i; j� to

the load on k. The load on node k is then [18]

Lk �
X

i;j

L�i;j�
k ; (1)

where the sum is over all pairs of nodes in Sk. Each node k
is assigned to have a finite capacity Ck. The node operates
in a free-flow regime if Lk � Ck; otherwise the node is
assumed to fail and is removed from the network. Now
consider that W � W �0� is an initially connected net-
work. The initial load Lk � Lk�0� is given by Eq. (1) with
Sk � W �0�. The capacity Ck of node k is assumed [6] to
be proportional to the initial load Lk�0�:

Ck � �Lk�0�; k � 1; 2; :::N; (2)

where � � 1 is the tolerance parameter and N is the
initial number of nodes in the network. The cascade can
be regarded as a step-by-step process where nodes can be
removed at each time step. We start with W � W �0� at
time 0. The condition � � 1 guarantees that no node of
W �0� is overloaded, i.e., Lk�0� � Ck 8k. We assume that
an initial attack is performed at time 1, whereby a frac-
tion p of nodes is removed from W �0� and the resulting
network is denoted by W �1�. These removals lead to a
global redistribution of loads among the remaining nodes
in the network. The updated load Lk�1� on a particular
node k of W �1� may then become larger than the ca-
pacity Ck. All the overloaded nodes are removed simul-
taneously from W �1� and the resulting network is
denoted by W �2�. This leads to a new redistribution of
loads and subsequent overloads may occur. The over-
loaded nodes are removed and the resulting network is
denoted by W �3�, and so on. Let W �n� denote the
updated network at time n. This cascading process stops
only when, for a certain n � n0, the updated load satisfies
Lk�n0� � Ck for all the nodes k of W �n0�. The ratio G
introduced above as a measure of the size of the cascade
is defined in terms of the number N0 of nodes in the
largest connected component of W �n0�.

Here we focus on global cascades [i.e., 1�G � O�1�]
triggered by initial attacks on a small fraction p of most
loaded nodes. To be specific, we consider a random model
of SFNs [19], where the degree �i � �0 of each node i is
chosen at random according to the probability distribution
P��� / ���, for a given scaling exponent � and constant
integer �0. The degree �i can be regarded as the number
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of ‘‘half edges’’ emerging from node i. A network W �0�
is then generated by randomly connecting half edges
to form edges, prohibiting self- and repeated edges [20].
The initial attack and the propagation of the cascade
correspond to (I) W �0� ! W �1� and (II) W �1� !
W �2� � � � ! W �n0�, respectively. Our method of defense
consists of an intermediate step W �1� ! W �1� in be-
tween (I) and (II), whereby IRs of nodes and/or edges are
performed on W �1�. The network W �1� is redefined to
incorporate these removals.

We first consider the IR of nodes. In what follows, all
the quantities refer to the initial network W �0� (unless
explicitly mentioned otherwise) and ‘‘�0�’’ is omitted for
simplicity. We recall that L�i;j�

k denotes the contribution of
the ordered pair of nodes �i; j� to the load on node k. The
total contribution of the (unordered) pair i and j to the
load on the network is

P
kL

�i;j�
k �

P
kL

�j;i�
k � 2�Dij � 1�,

where Dij is the shortest path length between nodes i and
j. The factor 2 comes from the fact that one packet is sent
from node i to node j and another is sent from node j to
node i. We consider that half of this amount is generated
by node iwhile the other half is generated by node j. Then
the total load generated by node i is

Lg
i �

X

j

�Dij � 1� � � �Di � 1��N � 1�; (3)

where �Di is the average shortest path length from node i
to all the others. The average load on each node is
�L �

P
iLi=N �

P
iL

g
i =N � � �D� 1��N � 1�, where �D �P

i
�Di=N is the average shortest path length between any

two nodes. Nodes whose load Li is much larger than Lg
i

contribute much more to handling than to generating load.
These are the most important nodes for the network to
operate. The removal of one such node may cause over-
loads on a number of other nodes. More precisely, if a
node i is removed from the network, the total load on the
remaining nodes increases by at least the amount Li �
2Lg

i , unless the removal of node i divides the network into
more than one connected component. Along with the
observation that nodes having large Li tend to have small
Lg
i [21], this provides a rationale for attack strategies

based on the removal of highly loaded nodes. On the
other hand, nodes whose load Li is smaller than Lg

i
generate more load than they handle. This observation is
our starting point to argue that the size of the cascade can
be drastically reduced with the IR of a certain fraction f
of nodes according to any of the following strategies: (1)
nodes with smallest �i  Li � Lg

i are removed first; (2)
nodes with smallest closeness centrality �D�1

i are removed
first; (3) nodes with smallest load Li are removed first; (4)
nodes with smallest degree �i are removed first. The IRs
are performed on W �1�, but for simplicity we assume
that �i, �Di, Li, and �i correspond to the initial values
computed on W �0�. In random SFNs, all these quantities
are strongly correlated [21]: the quantities Lg

i and Li are
negatively correlated, while the quantities �i, �D�1

i , Li,
098701-2
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FIG. 1. (a) Ratio G as a function of the tolerance parameter �.
Stars correspond to attacks without defense, while open circles,
squares, triangles, and diamonds correspond to the IR of nodes
according to the strategies of defense (1)–(4), respectively.
(b) Ratio G as a function of the fraction f of nodes intention-
ally removed according to each of the strategies (1)–(4), for
� � 1:5. Solid circles in (a) correspond to the IR of edges for
� � 2�. Each curve corresponds to an average over 20 inde-
pendent realizations of the network for � � 3:0, �0 � 2, N �
5000, and p � 0:001.
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and �i are positively correlated. Therefore we only need
to justify one of the strategies of defense (1)–(4). Consider
then strategy (1).

Strategy (1) consists in removing a fraction f of nodes
with most negative �i. In order to reduce the size of a
cascade triggered by an initial attack, these IRs have to
satisfy two conditions. The first condition is to reduce the
load on the remaining nodes in the network. Because �i is
negatively correlated with �Di, the removal of nodes with
�i < 0 tends to reduce the average shortest path length �D
between the nodes that remain connected to the largest
component. The average load �L on a node of this compo-
nent is proportional to both �D� 1 and the number of
other nodes in the same component, and is therefore
reduced with strategy (1). This argument is based on the
initial network W �0� but, for large random networks, the
same is expected to hold true on W �1� as well. The
second condition is that the fragmentation caused by the
IRs must be smaller than that otherwise caused by the
cascade itself, i.e., ~G>G0, where ~G and G0 denote the
fraction of nodes remaining in the largest connected
component right after the IRs and after the cascade
without defense, respectively. Because �i is positively
correlated with the degree �i, the nodes removed accord-
ing to strategy (1) tend to be the least connected nodes in
the network. It is well known that most of the (unre-
moved) nodes remain in a single connected component
when any fraction of least connected nodes is removed
[2,3]. More specifically, for small p, ~G is expected to
decrease linearly as ~G � 1� f with the fraction f of
nodes removed according to strategy (1). Therefore, the
second condition is satisfied even for relatively large f
insofar as f < 1�G0. The ratio G for the cascade with
defense is G� � ~G�� ~G, where � ~G is due to the propa-
gation of the cascade. Gathering all these, because ~G
decreases slowly with increasing f, there should be a
certain f < 1�G0 for which ~G is large (as compared
to G0) and the average load on the remaining nodes is
sufficiently reduced so that the propagation of the cascade
is strongly suppressed and � ~G is small. Therefore strategy
(1) is expected to be effective in reducing the size of
global cascades. Because of the correlations mentioned
above, the same is expected for the strategies (2)–(4).

On the other hand, the network is expected to be
sensitive to the removal of nodes with large �i and, due
to the correlations [21], to the removal of nodes with large
�D�1
i , Li, and �i as well. All these quantities can be

regarded as measures of centrality. Therefore our first
result could be stated as follows: while the removal of
the most central nodes of W �0� can trigger global cas-
cades, the removal of the least central nodes of W �1� can
drastically reduce the size of these cascades.

Now we present numerical verification of our result
concerning the IR of nodes. We consider random SFNs
with scaling exponent � and initial attacks on a small
fraction p � 1 of most loaded nodes. Strong evidence for
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our result is presented in Fig. 1(a), where we show the
ratio G as a function of the tolerance parameter � for � �
3:0 and p � 0:001. Without defense, this initial attack on
only 0:1% of the nodes triggers global cascades even for
relatively large values of the tolerance parameter �
[Fig. 1(a), stars]. However, the ratio G is shown to be
significantly larger when a suitable fraction of nodes is
intentionally removed according to any of the strategies
of defense (1)–(4) [Fig. 1(a), open symbols]. For example,
for � � 1:5, we have G � 0:6 with defense and G � 0:06
without it. A similar improvement is observed for other
values of the scaling exponent �. As a function of the
fraction f of IRs, the ratio G displays a well-defined
maximum, as shown in Fig. 1(b) for � � 1:5. When f is
large, the propagation of the cascade is strongly sup-
pressed and nearly all the damage is caused by the IRs,
i.e., G is approximately 1� f. When f is small, most of
the damage is caused by the cascade itself. The maximum
of G lies in a region of intermediate f where the propa-
gation of the cascade is significantly suppressed and the
damage caused by the IRs is relatively small. The results
presented in Fig. 1(a) correspond to this maximum. The
almost perfect agreement between the different strategies
of defense in Figs. 1(a) and 1(b) is due to the strong
correlations between loads, path lengths, and degrees in
random SFNs.

We now turn to the IR of edges. We argue that the size
of the cascade can be drastically reduced with the IR of
edges not necessarily connected to the nodes removed in
the IR of nodes. In analogy to the load on nodes, we define
the load Le

ij on an edge between nodes i and j as the total
amount of packets passing through that edge per unit of
time. The load Li on node i can be expressed in terms of
the load on edges as

Li �
1

2

X

j�i

Le
ij � �Ni � 1�; (4)

where the sum is over all the edges directly connected to
098701-3
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node i and Ni is the number of nodes in the corresponding
connected component Si. Now consider the network
W �1� right after the initial attack. From Eq. (4), for
the load Li�1� on a node i to be larger than the capacity
Ci � �Li�0�, the load on at least one of the edges of node i
must exceed the initial load by a factor larger than �� 1,
i.e., Le

ij�1�> �Le
ij�0� for some edge connected to i. We say

that this edge has large excess of load. The IR of one such
edge is expected to reduce the load on node i (except for
exceptional cases where the load on i remains un-
changed). From this follows that the IR of edges having
large excess of load can be used to reduce the size of the
cascade. However, for these removals to be effective we
need to take into account that the removal of an edge may
cause overloads elsewhere. As a simple strategy that takes
this into account, we propose to remove edges from W �1�
according to an auxiliary cascade of overload failures on
edges. This is not to be taken as a real cascade but instead
as a criterion to remove edges. Specifically, we consider
the following: (i) each edge has an imaginary capacity
Ce
ij � �Le

ij�0�, where � � 1 is a tunable parameter; and
(ii) the resulting cascade on edges consists of a step-by-
step process where all the edges satisfying Le

ij�1�>Ce
ij

are removed simultaneously from the network and W �1�
is redefined at each step to incorporate these removals.
Note that the cascade on edges, and hence the IR of edges,
takes place after the initial attack (I) and before the
propagation of the cascade on nodes (II). Because the
condition Le

ij�1�> �Le
ij�0� is necessary but not sufficient

for node i to be overloaded, we expect this strategy to be
effective for suitable � > �. Without making an effort to
optimize the result, in our computations we set � � 2�.
The size of the cascades is significantly reduced with this
strategy, as shown in Fig. 1(a) (solid circles) for random
SFNs with scaling exponent � � 3:0. For example, for
� � 1:5, the IR of edges increases G by a factor of 6. The
effectiveness of this strategy for intermediate values of �
expresses a trade-off between the suppression of the cas-
cade on nodes (enhanced for smaller �) and the fragmen-
tation of the network due to the IR of edges (reduced for
larger �).

In summary, we have introduced a general method to
reduce the size of cascades of overload failures triggered
by attacks on or failures of highly loaded nodes. The
method is based on the IR of nodes and edges before
the propagation of the cascade. We have shown that the
size of the cascade can be drastically reduced with the IR
of nodes having small load and/or edges having large
excess of load. Here we have focused on SFNs and we
emphasize that similar results are expected for other
networks with heterogeneous distribution of loads. In
the model considered above the packets are transmitted
along the shortest paths between nodes, but a heteroge-
neous distribution of load is also expected for many
models with local routing. Even in a model where the
packets are routed randomly, packets tend to visit highly
098701-4
connected nodes much more often than other nodes [22].
If, on one hand, this heterogeneity in the load distribution
makes the system vulnerable to cascading failures, on the
other hand, it makes the removal of poorly loaded nodes
and excessively loaded edges an effective method to
reduce the size of the cascades.

The author thanks Eduardo Guéron for illuminating
discussions.
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