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Turbulent Saturation of Tokamak-Core Zonal Flows
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Current theories of zonal flow dynamics focus on the transport of poloidal momentum. Different
from a cylinder, stationary poloidal flows in a tokamak are accompanied by (possibly kinetic) flows
along the magnetic field, which maintain incompressibility, and comprise the major part of the flow
energy. In numerical turbulence studies, the flows saturate by the turbulent diffusion of the parallel
flow, whereas the poloidal momentum transport continues to strongly drive the flows.
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Introduction.—The turbulence level of the ion tempera-
ture gradient (ITG) modes, dominating in the core of
modern magnetic confinement devices, is controlled by
the shearing action of zonal flows (ZF) [1–4], electric
potential perturbations of zero poloidal and toroidal
mode number. ZFs cause a poloidal E� B drift, which
is radially varying but constant on a flux surface.
Elimination of ZFs in turbulence computations was found
to raise anomalous diffusivities a factor 10–100 above
usual mixing length estimates. The excitation and damp-
ing of these flows is a topic of current research, which in
the end might lead to an understanding of the intriguing
and practically important internal and high-confinement-
mode transport barriers.

So far, this exploration has focused on poloidal turbu-
lence forces: ZFs are thought to be excited by variations
of the perpendicular Kelvin-Helmholtz instability [5,6]
of the ITG modes. In several experiments, the flow drive
by poloidal Reynolds stress has been measured [7,8].
Analytically, a saturation of the flows caused by a reduc-
tion of the poloidal ZF drive and collisional damping [4]
has been predicted. In simulations, the collisional ZF
damping near marginality [1] has been studied, and a
collisionless instability acting perpendicular to the mag-
netic field has been found, which can destroy the ZFs [9].
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However, the ZFs are not simply poloidal flows: Their
free energy (or effective inertia) is several times larger
than that of a purely poloidal flow [3]. The underlying
hidden ZF component is best understood in a fluid frame-
work: Stationarity of the flows forbids plasma com-
pression. Hence, perpendicular flows in a curved or in-
homogeneous magnetic field require additional flows
parallel to the field, which cancel their divergence.
These are not a small correction: The strong magnetic
field along the plasma column makes the connection
distance along a field line between two oppositely curved
regions (e.g., �qR, q > 1 in a tokamak) a major detour.
Therefore, the parallel flow is actually larger than the
poloidal flow.

The turbulent forces on the poloidal and the dominant
parallel flow components are investigated below in 3D
electrostatic fluid ITG turbulence computations. The
chosen model is sufficient to observe these effects, yet it
is simple and comparable with a large body of
simulations.

Model equations.—The ITG turbulence is described by
the equations of [10], with the additional approximations
of adiabatic electrons (due to the high electron thermal
velocity) and local conditions (due to low �� � �i=a,
high parameter 
 in Ref. [10]). The system for the fluc-
tuation quantities �, Ti, vk is
Dt��� h�i	 � r? �Dtr?�2�� h�i 
 Ti	 
 @y�� �nĈ�2�� h�i 
 Ti	 
 �v@kvk � 0; (1)
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Dtvk � ��v@k�2�
 Ti	: (3)

It results from the ion density, temperature, and parallel
velocity equations, respectively, including advection, po-
larization, and curvature drift, with the electron adiaba-
ticity relation n � �� h�i. The contributions from the
flux surface average h�i assure that the electrons do not
react adiabatically to � fluctuations homogeneous on a
flux surface, thus allowing for ZFs [2]. The background
electron and ion temperatures are equal, and the ions are
singly charged. Gradient lengths are defined as L� �
d lnr=d ln�, � � n0; Ti0. The parallel coordinate, z � �,
ranges from �� . . .�; i.e., the parallel length unit is Lk �
qR. The perpendicular coordinates, x; y; are given in
terms of the ion gyroradius, �i �

������������
miTi0

p
=�eB	. The unit

for the electric potential energy, e�, and the ion tempera-
ture is Ti0�i=Ln. With the ion sound velocity, cs ���������������
Ti0=mi

p
, the parallel and perpendicular velocity unit is

vdi � cs�i=Ln, which makes the time unit t0 � Ln=cs.
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The dimensionless parameters are �n � 2Ln=R, �i �
Ln=LTi , �v � �n=�2q	 � Ln=�qR	 (the ion sound speed,
cs, in terms of Lk=t0, which differs from the parallel
velocity unit), �i is the parallel heat conductivity. To
obtain damping rates similar to those from kinetic phase
mixing, �i for the ky � 0 equilibrium perturbations (for
the ky > 0 turbulence modes) is chosen, so that tempera-
ture perturbations with a typical parallel wave number
kk � 1 (�4 for the turbulence modes) are damped at the
sound frequency, i.e., �i � 3=2�v (�i � 3=8�v). The ad-
vective time derivative, Dt, is @t 
 �ẑ�r?�	 � r?, the
curvature terms are taken for circular geometry, Ĉ �
cosz@y 
 sinz@x, and the derivative along the magnetic
field, @k, is @z � sx@y, taking into account the magnetic
shear s. The ITG modes in the above system have been
examined in [11]. As discussed below, this model de-
scribes both the required ingredients, undamped station-
ary ZFs [3] and geodesic acoustic modes (GAM) [12,13].

Basic computational results.—A turbulence computa-
tion at the cyclone base case parameters [14], �n � 0:9,
s � 0:8, R=Ln � 2:22, �i � 3:1, q � 1:4 may serve as
reference. With the computational domain 130�i �
2000�i � 2�Lk, at a saturated anomalous heat diffusion
coefficient %i � 1:7 (unit �2i vth;i=Ln), agreeing reason-
ably well with the gyrokinetic result %i � 2:3, the ZFs
grow in nearly coherent structures up to a finite saturation
value, as shown in Fig. 1. (For small domain widths in y,
e.g., 130�i � 130�i � 2�Lk, the flows are more irregular,
at somewhat reduced transport. This is a finite �� effect
due to the fluctuating part of the Reynolds stress [15].)

According to current wisdom, ZF saturation should
be caused by a reduction of poloidal Reynolds stress
Rp � hvEy�vdix 
 vEx	i (including the diamagnetic con-
tribution [16]), where vEx � �@y�, vEy � @x�, vdix �
�@y��� h�i 
 Ti	. However, the numerical stress con-
tinues to drive the flows, as seen in the lower half of Fig. 1
and in instantaneous plots of flow, shearing rate, and
stress (solid plots in Fig. 2). By itself, the poloidal
FIG. 1. Flux surface averages of poloidal flow hvEyi � h@x�i
(upper plot) and perpendicular Reynolds stress hvEy�vEx 

vdix	i (lower plot) versus minor radius and time. The stress is
in phase with the flow shear, i.e., it is driving the flow. The
superposed fast oscillations are (subdominant) GAMs.
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Reynolds stress would result in a high ZF growth rate of
order 1.

Analysis of toroidal zonal flow drive.—To solve this
seeming contradiction, it is necessary to reexamine the
ZF drive, while taking into account toroidicity. First, let
us verify the qualitative presence of the three flow eigen-
modes of the kinetic system: For a stationary poloidal ZF,
with ky � ! � 0, one obtains from the turbulence equa-
tions Ti � 0, � � h�i, and vk � ��n=�v cos�@x� �

�2q cos�vEy, the return flow, which cancels the diver-
gence of the poloidal flow [17]. The likewise stationary
toroidal flow has the poloidal structure vk��	 � const and
� � Ti � 0. Both of these flow modes are undamped,
which is required for a qualitative agreement with the
exact kinetic behavior [3]. The last type of flow is the
oscillating GAM, which in the limit �i; �v ! 0 for radial
wave numbers kx � 1 has the poloidal mode structure
� � h�i�1
 kx sin�=!	�1
O�k

2
x	�, Ti � 2=3h�i�

�kx sin�=!	�1
O�k
2
x	�, and frequency ! � 4=3�n. [12].

For the actually used �i and �v, the GAM frequency is
shifted somewhat due to the coupling to the parallel
velocity, and it is damped in about a sound transit time,
as it is in the kinetic system by Landau damping [18].

The total kinetic energy density of the stationary ZF,
including the return flow, is E�vy	 � hv2

k
i=2
 hv2Eyi=2 �

�1
 2q2	hvEyi2=2. Since in practical cases q > 1, the par-
allel flow represents the major part of the energy. Effec-
tively, the poloidal flows exhibit a mass density enhanced
by the factor 1
 2q2 (collisionless 1
 1:6q2=

���
�

p
at low

inverse aspect ratio � � a=R [3]), which has previously
been noted in [17]. Combining the mode structure with
energy conservation, one immediately obtains the rate of
change of the ZFs, @tvEy�hfy�2qcos��	fki=�1
2q2	,
FIG. 2. Flux surface averages versus radius in dimensionless
units at t � 710. Solid: poloidal flow hvEyi � h@x�i (upper
plot), shearing rate h@xvEyi � h@2x�i (middle plot), poloidal
Reynolds stress hvEy�vEx 
 vdix	i (lower plot). Dashed: return
flow �q�1hcos�vki (upper plot), negative effective parallel
stress �2qRk � 2qhcos�vExvki (lower plot). Note the good
balance between poloidal and parallel return flow and poloidal
and parallel stress, respectively. The poloidal stress is in phase
with the shearing rate and is thus driving.
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with the poloidal and parallel force densities, fy; fk.
Apparently, the most important term is not the flux sur-
face averaged poloidal force, hfyi � �@xRp, since it is
weakened by the neoclassical factor, but instead the in/
out asymmetry of the parallel force hfk cos�i � �@xRk

produced by the appropriate average Rk � hcos��	vkvExi
of the parallel Reynolds stress.

Purely poloidal flows have a high instability threshold
and tend to be amplified by negative turbulence viscosity
[4,19,20]. In contrast, the parallel ZF component becomes
unstable at low velocities and experiences turbulent brak-
ing. Both effects can be derived from the linear response
to a parallel momentum source Sk with kk � 0 in the
presence of a sheared parallel background flow vk0. For
simplicity, we neglect the poloidal ZF component,
Larmor radius effects, diamagnetic and curvature drifts,
and assume the parallel heat conduction/kinetic phase
mixing to render the temperature response unimportant
(Ti; k2x; �n ! 0). (These effects would shift the resonances
by the diamagnetic and curvature drift frequencies.) The
result is still qualitatively correct (and is corroborated by
the computational studies shown below, which include the
complete dynamics) because the main features of the
parallel flows are their compressible dynamics and their
interaction with the parallel sound wave. The linear re-
sponse obeys the equations

@t�
 �v@kvk � 0; (4)

@tvk � @y�@xvk0 
 2�v@k� � Sk; (5)

with the frequency space solution

vk � R�!	Sk �
i!Sk

!2 
 ky�vkk@xvk
�!2

s ;

!2
s � 2�2vk

2
k
:

(6)

The nonlinear turbulent mixing can be approximately
taken into account by replacing ! by !
 i�, where �>
0 is the decorrelation rate. The main purpose of the
quantity � is thereby to select the appropriate integration
paths in the complex plane in integrals involving R.

The complex resonances of the response R�!	 corre-
spond to the flow instabilities. A growth rate������������������������
ky�vkk@xvk

p
�!2

s is obtained, provided the threshold
�@xvk0	crit � 2�vkk=ky is exceeded for some pair kk; ky.
The threshold is lowest if jkyj is as high as possible, but
Larmor radius effects require jkyj � 1, while jkkj � 1
due to geometrical constraints. Using jkyj � 1=2 as an
order of magnitude estimate puts the threshold at 4�v, or
converted into the poloidal velocity, assuming the mode
structure of a stationary ZF,

�@xvEy0	crit �
2�v
q

�
�n
q2
: (7)

Because of the threshold, the instability should be local-
ized preferably in the regions of highest shearing rate.
(This is different from the tertiary instability found in
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[9], which is localized in the regions of lowest shearing
rate/highest temperature gradient and is absent in the
fluid system.)

Far below the threshold, for small instability drive
@xvk0, a quasilinear estimate of the average turbulence
viscosity ,k acting on the parallel component of a ZF is
obtained by computing the time averaged parallel
Reynolds stress vExvk � �,k@xvk0, taking the advective
nonlinearity �vEx@xvk0 perturbatively as source Sk,

vExvk � �
Z
d!d3kjvEx�!;k	j2@xvk0Re�R�!
 i�	�;

(8)

R e�R�!
 i�	� �
��!2 
�2 
!2

s 	

�!2 �!2
s � �2	2 
 4�2!2 : (9)

The result is that the parallel turbulence viscosity is al-
ways positive. For parameters where the sound frequency
is important (i.e., !s >�; !), it reduces the parallel
momentum transport in comparison to the corresponding
expression for the (negative) perpendicular viscosity [4],
and yields ,k / !

�2
s / q2, favoring the excitation of ZFs

for lower q.
Numerical study of toroidal effects.—The return flow

strength hvk cos��	i in the turbulence computation agrees
with the linear mode structure (Fig. 2, upper third). For
the saturated flow state, the driving poloidal stress is
exactly balanced by the braking in/out antisymmetric
parallel Reynolds stress (lower part of Fig. 2), which
explains the ZF saturation. Artificially eliminating the
toroidicity induced ZF component by the replacement
Ĉ�2�� h�i	 ! 2Ĉ��� h�i	, instead, leads to unsatu-
rated growth of the ZFs, until the turbulence is essentially
quenched. (This effect has been noted also in an unrelated
study [21].) Apparently, there are no further significant
flow damping effects in the fluid model.

To test whether the parallel stress is caused by a ZF
instability, a turbulence computation without temperature
and density gradient but with the ZFs artificially main-
tained at typical strength was carried out. The numerical
instability threshold, jv0Eycritj � 0:5, agrees with the esti-
mate (7) and is close to the ITG computation’s ZF satu-
ration value (see Fig. 3). Even here, the perpendicular
Reynolds stress is driving the flow, while the parallel
one is braking it. However, the saturation level of the
braking force is a factor of 5 lower than in the ITG
computation. The quasilinear parallel turbulence viscos-
ity of the regular ITG turbulence seems to dominate,
since ,k is close to the anomalous heat diffusion coeffi-
cient, and the poloidal viscosity is about 4 times larger (at
opposite sign). Furthermore, numerical experiments with
artificially excited ZFs and ambient ITG turbulence con-
firm that ,k is essentially proportional to the turbulence
intensity.

Different from the collisional case, with linearly un-
damped ZFs, the braking by parallel stress approaches
065001-3
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FIG. 4. Anomalous heat transport %i, rms shear flow from
turbulence computations with varying temperature gradient in
dimensionless units.

FIG. 3. Upper plot: flow profile used for the ZF instability
simulation; lower plot: saturated flux surface averages of per-
pendicular Reynolds stress hvEy�vEx 
 vdix	i (thin), and effec-
tive parallel stress �2qhcos�vExvki (fat) in dimensionless
units. The threshold poloidal flow shear at x � 0 is 0.5.
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zero at decreasing turbulence intensity. Hence, the satu-
ration amplitude of the ZFs should in general not tend to
zero when the ITG modes are stabilized at some tempera-
ture gradient (if this is not prevented by a ZF instability
[9]). Therefore, the ITG modes should be quenched at
some point where the shearing rate exceeds the growth
rate, before the actual threshold is reached. Indeed, analo-
gous to gyrokinetic simulations [14], in the model system,
the ZFs quench the transport completely, despite a linear
ITG instability, as shown in Fig. 4.

Conclusions.—In all performed computations, the ratio
of high-speed parallel flow to poloidal flow remains
unchanged at the linear value, maintaining incompressi-
bility. The ZFs are always driven by the poloidal turbulent
stress. Saturation is obtained by the damping of the
parallel flow component by parallel turbulent forces.

The parallel flow component can cause an instability at
far lower threshold than the purely poloidal flows.
However, the resulting saturated damping rate is too low
to explain the damping in the full ITG driven system. In
contrast, a quasilinear estimate of the parallel ITG tur-
bulence viscosity agrees with the numerical results.

Since both the parallel viscosity (for low enough safety
factor q) and the fraction of parallel flow energy are
proportional to the square of the connection length along
the magnetic field, increasing this length markedly re-
duces the ZF level at a concomitant rise in anomalous
transport. Thus, safety factors of over about 3 completely
suppress the stationary flows leaving only the oscillating
geodesic acoustic modes [12]. Lowering q or an artificial
elimination of the parallel ZF component enhances the
ZF level at reduced or quenched transport.

All these facts suggest including the parallel flow dy-
namics in comprehensive analytical transport models,
such as [4]. Moreover, an experimental measurement of
065001-4
the forcing of the toroidicity-induced flow component,
e.g., by similar methods as in [7,8], would seem very
interesting. Last, the foregoing discussion is not restricted
to tokamaks, but applies to all kinds of curved magnetic
fields. Thus it might well prove relevant, e.g., in the treat-
ment of solar coronal loops as soon as the research in this
direction is sufficiently advanced to be interested in flows
in these structures.
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