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The standard phase field model for simulation of phase change requires an asymptotic analysis in a
vanishing interface width, in order to connect the model parameters to the sharp interface parameters,
which has hampered the quantitative usefulness of the method. In this Letter the method is simplified to
the point that the relevant reduced problem can be solved analytically, allowing the sharp and phase
field parameters to be identified, in principle, without restrictions on the model parameters. The scheme
is tested for standard cases of two-dimensional solidification, showing excellent agreement with sharp
interface kinetics.
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ify the terms in the description of the energy of the
system, so that the dependency of the phase field is

internal energy on phase change and should increase from
0 to 1 as � goes from �1 to �1. A standard choice is
The phase field method [1–3] is a widely used method
to study the evolution of microstructures in phase change
problems, such as dendritic growth of crystals in an
undercooled melt. The governing equations are derived
from the thermodynamic potentials of the system, to-
gether with the assumption of a surface energy associated
with a diffuse solid/liquid interface. It is thus possible to
consider different physical situations with relative ease,
such as grain boundaries, mixtures, etc. It is also fairly
easy to implement numerically, since interfaces are not
tracked explicitly. Instead, a variable is introduced that
has different constant values in the solid and liquid, and a
steep transition between the two in the diffuse interface.

The problem with the method is that in its original
form, the width of the diffuse interface must be prohibi-
tively small for the results to match the proper interface
kinetics [4,5], typically W� � d�0, where W� is the inter-
face width, and d�0 � cTm�=L

2 is the capillary length,
which in typical cases can be in the order of nanometers
(c is specific heat, Tm temperature of a flat interface at
equilibrium, � surface energy, and L latent heat). As a
remedy to this, Karma and Rappel [6,7] introduced the
thin interface version of the method, where the asymp-
totic analysis of the phase field equations is taken to
second order in interface width, allowing the kinetics to
be identified under less stringent conditions [6,7]. Also, in
the thin interface limit the kinetic term can be eliminated
from the undercooling, if that is desired. However, the
seemingly modest extension of this analysis to nonhomo-
geneous properties, such as different diffusion coeffi-
cients in the solid and liquid, requires nontrivial
modifications of the model equations [8,9]. An interesting
step towards more computationally efficient methods for
solidification at high undercooling was taken by Bragard
et al. [10].

In this Letter the standard phase field method is sim-
plified to the point that a relevant reduced problem can be
solved analytically. The primary simplification is to mod-
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essentially discontinuous, while maintaining a continu-
ous potential barrier between phases. This device allows
the phase change interface to be identified with the phase
field contour where the sharp change in energy takes
place, thus making the model in some sense ‘‘sharp.’’
The continuous potential barrier between phases still
gives a continuous variation of the phase field that can
be rather wide, which is highly beneficial since it allows
curvatures to be evaluated accurately. The presented
method can perhaps also be viewed as an intermediate
between the standard phase field formulations and proper
sharp interface or level set methods, e.g., Ref. [11].

For clarity we describe the derivation of the model for
the simple situation of thermal solidification of a pure
material with isotropic Gibbs-Thomson kinetics at the
interface, �	i � V=�� d0=R. Here V denotes the nor-
mal speed of the interface,� the kinetic coefficient, R the
local radius of curvature, and d0 the capillary length.
Here, and in the following, we have nondimensionalized
temperature according to 	 � c�T � Tm�=L, lengths with
an (arbitrary) reference length H, time with H2=�, where
� is the heat diffusivity.

As a starting point, the phase field model is written as

�
@�
@t

� W2r2�� f0��� � g0����h��	�: (1)

Here � is the phase field variable which is �1 in the
solid and �1 in the liquid. W denotes the interface width
parameter, � is linked to the kinetic undercooling, and �
is linked to the capillary length.

The conservation of heat takes the form

@	
@t

� r2	�
@g����
@t

: (2)

The function f��� should be a double well, with min-
ima at � � 
1, and g���� accounts for the change in
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f��� � �1���2�1���2 and g���� � 15=16��5=5�
2�3=3��� � 1=2. We note that the two functions f���
and g���� are independent, and that there is a large
degree of freedom in choosing these. Here we have also
introduced a function h��	� in the last term of Eq. (1),
which in the standard model is h��	� � �	.

We now introduce the following modifications: (i) The
function g���� is chosen as a smoothed step function that
jumps from 0 to 1 over an interval of width �� at � � 0.
The model we are interested in is then obtained in the
limit � � 0. (ii) In order to evaluate the kinetics of the
model exactly, we choose a simpler form of f���, i.e.,
f��� � ��� 1�2 for � > 0, and f��� � ��� 1�2 for
�< 0. (iii) An explicit choice of the function h��	� is
made below, in order to obtain linear Gibbs-Thomson
kinetics, also for large values of �	. A similar function
was introduced by Bragard et al. [10], who determined it
numerically; here, however, it is found explicitly.

We view the interface as being given by the contour
generated by � � 0; i.e., the interface is sharp in this
sense. The crucial property is that we show that this
model gives Gibbs-Thomson kinetics, with the tempera-
ture taken precisely at the point where � � 0.

We now proceed to study a reduced problem, assuming
a profile of � that is translating with a quasiconstant
shape, in the presence of mild curvature, i.e., R� W,
retaining terms of orderW=R. With these approximations
the phase field Eq. (1) simplifies to

��U
d�
dz

� W2 d
2�

dz2
� 2��
 1�; (3)

where

�U � �V �W2=R; (4)

where the � ( � ) sign is used in the liquid (solid). Here V
is the local normal velocity of the interface, and the
symbol U thus incorporates both the kinetic and the
curvature terms. This equation is now valid away from
the point where � � 0, and we notice that the tempera-
ture does not enter, and also that it is linear, due to the
choice of f made above.

At the point where � � 0, the jump in g� generates a
jump in the gradient of �. By multiplying Eq. (1) by
d�=dz and integrating across the point where � � 0,
we obtain

W2

2

��
d��

dz

�
2
�

�
d��

dz

�
2
�
� h��	i�: (5)

Here 	i is the value of the temperature at the inter-
face, � � 0.

We now solve Eqs. (4), subject to boundary conditions
����1� � 1, ���0� � ���0� � 0, ����1� � �1, i.e.,
solidification proceeding towards increasing z, with the
origin of the z axis chosen to coincide with the position of
the interface. The solutions are readily obtained as

z < 0: �� � 1� ez � ; (6)
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z > 0: �� � �1� ez � ; (7)

where

 � � �
�U

2W2 


�������������������������������
2

W2 �

�
�U

2W2

�
2

s
: (8)

The kinetics is now obtained by inserting the solutions
(8) in the jump condition (5), the result being

�
1

2

�U
W

������������������������
8�

�
�U
W

�
2

s
� h��	i�: (9)

Here we also see how to choose the function h��	i�; if
this is taken as the same functional form as the left-hand
side, i.e., h��	i� �

1
2�	i

����������������������
8� ��	i�2

p
, it is seen that Eq. (9)

is now satisfied if ��	i �
�U
W , which gives linear ki-

netics, i.e., remembering the definition of U in Eq. (4)
and rearranging:

�	i �
�V
W�

�
1

R
W
�
: (10)

By comparing with Gibbs-Thomson kinetics, we can now
identify the phase field and the sharp interface parameters
as � � W�=� and d0 � W=�.

This derivation is exact in the sense that the 1D problem
yields the Gibbs-Thomson kinetics for all width parame-
ters W. The approximation involved is primarily that the
transition width must be small compared to the radius of
curvature, W � R.

Anisotropy was not accounted for in the derivation
above, but this has been included in the same way as for
the standard model, and gives the appropriate anisotropic
version of the Gibbs-Thomson relation.

In order to test the performance of this method, Eqs. (1)
and (2), with the addition of anisotropy, and with the
special choices of g���� and f��� noted above, were
implemented in 2D. This was done using finite elements
on unstructured adaptive grids using our toolbox
femLego [12], much in the same way as in our previous
phase field simulations, e.g., Refs. [13,14]. Space does
not permit a full account of the implementation details
here, but the main addition is the treatment of g0���� in
Eq. (1). The resulting jump in the square gradient of �
in Eq. (5), can, using the solutions (8), be enforced
in finite elements by adding a line integral of W�	 along
the interface. This is easily implemented as a source
term. We have not done the analogous finite difference
solution as yet, but it should be straightforward to add
a corresponding source term in a conservative manner
also in a finite difference code. The discontinuity in f0���
is implemented as such with a simple switch. In
the temperature equation, the discontinuity in g���� is
implemented as a slightly smoothed step function,
g���� � �1��

�����������������������������������������
�1� �2�=��2 � �2�

p
�=2, with a value

of � � 0:05.
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FIG. 1. Isotherms around the tip. Values on isotherms differ
by 0.01.

FIG. 2. The temperature on the interface from simulation
(thick line) and the local Gibbs-Thomson relation (thin line).
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The implementation above is second order accurate in
space except at the interface where it is first order. A
proper second order accurate implementation that would
allow gradient jumps inside the elements where the inter-
face passes should give a great improvement in computa-
tional efficiency. Even so, with the present very simple
implementation, the computational work is in the order of
the thin interface limit method or less.

For large undercooling when the kinetic undercooling
dominates, it is seen from (8) that as the interface gets
thicker, i.e., � increases, the gradient of� increases ahead
of the front, which may increase the need for numerical
resolution. At lower undercooling when capillary under-
cooling dominates, the difficulty is that the temperature
must be known very accurately at the interface. The
gradient ahead of the front is of the order 	1=R, while
the important temperature variations on the interface are
d0=R. This translates into a spatial resolution requirement
of a mesh finer than d0=	1. Notice that this has to be
satisfied by any method, unless higher order interpolation
within elements crossing the interface is implemented, as
discussed above.

We now show the results of a simulation of a typical
case with an undercooling of 0.5, i.e., 	1 � �0:5. The
sharp interface parameters are taken as � � 117:5 and
d0 � 0:001 191. We have also included anisotropy, by
letting the surface energy vary by a factor �1�
! cos�4"��, with " being the angle between an interface
normal and the preferred growth direction, in the conven-
tional way. The value of the anisotropy parameter was
! � 0:04. The phase field parameters �, �, and W are
determined by the relations given below Eq. (10) and the
specification of a desired interface width. Here we show
results for the two cases W � 0:02 and 0:04, with the
corresponding values � � 16:792, � � 0:002 858 and
� � 33:58, � � 0:011 432. Both cases are deliberately
chosen with very thick interfaces, i.e., � considerably
larger than unity.

Simulating the growth for times from 0 to 0:6, the
shape evolves into a typical needle crystal, where the
tip attains a nearly parabolic shape and a constant speed.
Figure 1 shows a close-up view of the tip region at t � 0:6
for W � 0:02. We note that the temperature is quite
smooth, and the jump in temperature gradient is very
well defined. The temperature gradient changes over 1–
2 elements at the interface, and the only restriction is the
numerical resolution there. The region where the phase
field varies is roughly the same as that where the mesh is
refined, i.e., much wider than this.

As a direct check on the kinetics, the temperature 	i at
the interface � � 0 was plotted as a function of distance
along the interface. The thicker black curve in Fig. 2
shows 	i along the interface at t � 0:6. To obtain a simple
length coordinate increasing along the interface, the val-
ues belonging to points on the interface below (above) the
diagonal are plotted as functions of y (x). There is a
region near the root of the crystal where the interface
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has negative curvature, and 	i is consequently positive. It
then decreases gradually towards the tip where the cur-
vature and normal velocity are both maximal. As a check
on the kinetics, local values of curvature, normal speed,
and inclination angle were extracted from the solution,
and the corresponding temperature was computed ac-
cording to Eq. (10). This is shown as the thinner line in
Fig. 2. In fact, the two are exactly coinciding over most of
the range, showing that the correct kinetics are indeed
obeyed. There is some minor noise in the thin curve
arising in the poorly conditioned operation of explicitly
computing curvatures, etc.

As a check on the dependency of growth on the inter-
face width, Fig. 3 shows contours of the phase field
variable at t � 0:6. The contours below the diagonal are
simulated with W � 0:02, and the contours above for
W � 0:04. We notice that the two shapes are almost
identical and that the entire history leading to this is
thus the same and independent of the width parameter.

The general method described above was also applied
to the case of an isothermal binary alloy. In order to
obtain a hard check on the accuracy and performance of
265505-3



FIG. 3. Contours of the phase field variable obtained for
W � 0:04 (above the diagonal), and W � 0:02 (below).

FIG. 4. The solid line shows present results (� � 8:396),
entirely coinciding with the antitrapping thin interface model
[8] (� � 1:858). Long dashed line: standard model from [8],
(� � 1:858). Short dashed line: antitrapping thin interface
from [8], (� � 3:61). Dash-dotted line: standard from [8],
(� � 3:61).
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the method in this situation, we repeated a calculation
reported in . The model consists of Eqs. (2) and (22)
of [8], and this was implemented by replacing the tem-
perature 	 in Eq. (1), by �eu � 1�=�1� k�, where u �
ln�f2c=c0l g=f1� k� �1� k��2g���� � 1�g� is the chemi-
cal potential, k is the partition ratio, c is the concentra-
tion, and c0l is the equilibrium liquid concentration.
Equation (2) was replaced by the continuity equation
for solute [Eq. (2) in [8] ], with a diffusive flux j �
D����ru. The diffusion coefficient D���� tends to a
step function as � tends to zero.
D���� is chosen so that the step is displaced a distance

proportional to � into the solid. In the computations
(made with � � 0:05) this means that the diffusion co-
efficient is constant in the region of size about one or two
elements where g���� varies, and that the change in
diffusion coefficient takes place 2–3 elements inside the
solid. Another technicality is that the calculations
reported in [8] were done at zero kinetic undercooling
(1=� � 0). Here this was enforced by solving the
equations implicitly, which also allowed a quite large
time step.

Fig. 4 shows a direct comparison between our calcu-
lation and those presented in Fig. 1 in [8], showing the tip
speed as a function of time for a case with scaled super-
saturation � � 0:55, ! � 0:02, k � 0:15. In our simula-
tion � � W=d0 � 8:396, the minimum mesh spacing was
h=d0 � 0:42, and the time step increased from dtD=d0 �
0:705 initially, to 70:5 at the end of the simulation. As
seen from Fig. 4 our tip speed agrees exactly over the
entire history with that obtained in [8] for the thin inter-
face limit with � � 1:858.

Another important check was made in Fig. 2 in [8],
where the concentration along the centerline of the den-
drite is plotted. It is shown there that an inaccurate treat-
ment of the varying diffusivity causes a large increase in
the solid concentration. Also here our results match the
antitrapping thin interface model.
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In summary, we have presented a few simple modifi-
cations of the standard phase field model that allow the
correct kinetics to be simulated with quite thick interfa-
ces. The only restrictions are in terms of numerical reso-
lution, and that radii of curvature should be larger than
interface widths.
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