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We present numerical results from a second-order quantum field theory of Bose-Einstein condensates
applied to the 1997 JILA experiment [D. S. Jin et al., Phys. Rev. Lett. 78, 764 (1997)]. Good agreement
is found for the energies and decay rates for both the lowest-energy m � 2 and m � 0 modes. The
anomalous behavior of the m � 0 mode is due to experimental perturbation of the noncondensate. The
theory is gapless and includes the coupled dynamics of the condensate and thermal cloud, the
anomalous pair average, and all relevant finite size effects.
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dielectric formalism [11]. However, both approaches were highest temperature we consider.
One of the most intriguing consequences of the ex-
perimental realization of Bose-Einstein condensation
(BEC) was the prospect of quantitative tests of finite-
temperature quantum field theory (QFT). The pioneering
measurements of condensate excitations at JILA provide
the most stringent tests to date of such theories [1,2].
Accurate calculations are difficult, however, because of
the need to include the dynamic coupling of condensed
and uncondensed atoms simultaneously with effects of
strong interactions and finite size. In this Letter, we
describe the first direct comparison of a second-order
QFT calculation with the JILA measurements. The results
show that accurate tests of QFT are possible if it is
properly adapted to the finite, driven systems under con-
sideration. Our method is general and can be applied
directly to a wide variety of recent experiments on
BECs [3–6].

Measurements of excitations at low temperature are in
good agreement with predictions based on the Gross-
Pitaevskii equation (GPE) and Bogoliubov quasiparticles
[1,7,8]. However, the finite-temperature JILA results [2]
have proved much harder to explain. In this experiment
the energies of the lowest modes with axial angular
momentum quantum numbers m � 2 and m � 0 were
measured as a function of reduced temperature t � T=T0

c ,
where T is the absolute temperature and T0

c is the BEC
critical temperature for an ideal gas. The m � 2 mode was
observed to shift downwards with t, while the m � 0
mode underwent a sharp increase in energy at t� 0:6
towards the result expected in the noninteracting limit.

The temperature dependence of the excitations has
been studied theoretically using the Popov approximation
to the Hartree-Fock-Bogoliubov formalism, where the
anomalous (pair) average of two condensate atoms is
neglected. This gives good agreement with experiment
for low temperatures but cannot explain the results for t >
0:6 [9]. Good agreement for all t for the m � 2 mode was
obtained using an extension of this approach, which in-
cludes the anomalous average [10], and also within the
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unable to explain the upward shift of the m � 0 mode,
and an analytical calculation also predicted downward
shifts for both modes [12]. The importance of the relative
phase of condensate and noncondensate fluctuations was
emphasized in [13], where the JILA results for m � 0
were qualitatively explained by a shift from out-of-phase
to in-phase oscillations at high temperature. Jackson and
Zaremba (JZ) [14] obtained good quantitative agreement
for both modes using a GPE for the condensate coupled
to a noncondensate modeled by a Boltzmann equation.
However, this approach neglects the phonon character of
low-energy states as well as the anomalous average and
Beliaev processes. The anomalous average can be signifi-
cant [10,15] and Beliaev processes have been directly
observed in a number of recent experiments [6,16–18].
It is therefore important to develop a theory which sys-
tematically includes these effects.

In this Letter, we describe such a theory and demon-
strate its validity by obtaining good agreement with the
JILA experimental results [2]. In particular, we are able
to explain straightforwardly the anomalous behavior of
the m � 0 mode. The theoretical approach was developed
by one of us (S. M.) as an extension of an earlier second-
order perturbative calculation [15,19]. The formalism
adapts the linear response treatment of Giorgini [12]
and closely models the experimental procedure where
excitations are created by small modulations of the trap
frequencies. The result is a gapless extension of the
Bogoliubov theory which includes the dynamic coupling
between the condensate and noncondensate, all relevant
Beliaev and Landau processes, and the anomalous aver-
age. It is also consistent with the generalized Kohn theo-
rem for the dipole modes [20]. The theory is valid in the
collisionless limit of well-defined quasiparticles, which
requires �kBT=n0U0��n0a

3
s�

1=2 � 1, where n0 is the con-
densate density, as is the s-wave scattering length, kB is
Boltzmann’s constant, and U0 � 4 �h2as=m, where m is
the atomic mass [12,15]. For the JILA experiment [2] this
parameter does not exceed 0:03 at the trap center for the
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The theory starts from the generalized GPE for the
condensate wave function 	�r; t�

i �h
@	
@t

� �ĤHsp � P�r; t� � ��t� � N0�t�U0j	j2
	

� 2U0~nn�r; t�	�U0 ~mm�r; t�	� � f�r; t�: (1)

Here ĤHsp � � �h2r2=2m� Vtrap�r� is the static single-par-
ticle Hamiltonian, P�r; t� is the time-dependent external
perturbation, and ��t� is a scalar. The noncondensate
density ~nn�r; t�, anomalous average ~mm�r; t�, and f�r; t� are
constructed from time-dependent quasiparticle wave
functions ui�r; t� and vi�r; t� by

~nn�r; t� �
X
i

jui�r; t�j2Ni � jvi�r; t�j2�Ni � 1�; (2)

~mm�r; t� �
X
i

ui�r; t�v�
i �r; t��2Ni � 1�; (3)

f�r; t� �
1

N0

X
i

c�i Niui�r; t� � ci�Ni � 1�v�
i �r; t�; (4)

ci�t� � N0U0

Z
dr j	j2�	�ui�r; t� �	vi�r; t�
: (5)

The quasiparticle wave functions evolve according to
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�M̂M� �L̂L�

��
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�
; (6)

L̂L�r; t� � ĤHsp � P�r; t� � N0U0�j	j2 � Q̂Qj	j2Q̂Q
; (7)

M̂M�r; t� � N0U0Q̂Q	2Q̂Q�; (8)

where the projector Q̂Q � ��r� r0� �	�r; t�
R
dr0 	��r0; t�

ensures orthogonality of 	�r; t� and fui�r; t�; v�
i �r; t�g.

The quasiparticle populations fNig are independent of
time and given by the Bose-Einstein distribution Ni �
1=�e i=kBT � 1�, where  i is the Bogoliubov energy (see
below). Most quantities in the theory depend on tempera-
ture via these populations. The condensate population
N0�t� is defined in terms of the fixed total number of
particles N by N0�t� � N �

R
dr ~nn�r; t�. The zero-tem-

perature part of the anomalous average ~mm�r; t� is ultra-
violet (UV) divergent, but it can be renormalized
straightforwardly [12,15,19]. Equations (1)–(8) are
obtained using the number-conserving approach of
Gardiner and Castin and Dum, modified for finite-
temperature calculations [19,21–23]. The terms f�r; t�
and Q̂Q are a feature of this approach and do not appear
in symmetry-breaking theories.We find that they can give
a significant contribution to the energy shifts.

In the static case, Eq. (1) has a time-independent solu-
tion 	�r; t� � 	�r� which satisfies

�ĤHsp���N0U0j	�r�j2�2U0~nn�r�
	�r�

�U0 ~mm�r�	��r��f�r��0; (9)
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where � is the condensate eigenvalue. Setting ~nn�r�, ~mm�r�,
and f�r� to zero gives the usual GPE with wave function
	0�r� and energy �0. We solve Eq. (9) by linearizing the
change in energy and shape relative to this solution.
Writing 	 ! 	0�r� in Eq. (6), we obtain static quasipar-
ticle wave functions ui�r; t� � ui�r�e�i it= �h, vi�r; t� �
vi�r�e�i it= �h, and the Bogoliubov energies f ig. These
solutions are used to construct ~nn�r�, ~mm�r�, and f�r� and
provide a convenient basis for the subsequent calculation.

Applying the perturbation P�r; t� gives all quantities a
small time-dependent oscillation around their static val-
ues, 	�r; t� � 	�r� � �	�r; t�, ~nn�r; t� � ~nn�r� � �~nn�r; t�,
etc. Substituting this into Eq. (1) and linearizing, we
obtain the equation of motion for the condensate fluctua-
tion �	�r; t�. This equation can be solved by combining it
with its complex conjugate, Fourier transforming and
expanding the fluctuation in the static quasiparticle basis�

�	�r; !�

�	��r;�!�

�
�

X
i

bi�!�

�
ui�r�
vi�r�

�
: (10)

The expansion coefficients bi�!� are directly related to
the condensate density fluctuations �n0 � ��N0j	j2�,
which are measured experimentally.

Dynamics of the noncondensate can occur via two
distinct mechanisms; either it is driven directly by the
perturbation or indirectly via the condensate. If we ne-
glect the first possibility and assume that only the single
mode p is excited, then bp�!� is given by

bp�!� � Pp0�!�Gp�!� i$�: (11)

Here Pp0�!� is the matrix element for the generation of the
excitation from the condensate and i$ is a small imagi-
nary part in the frequency (discussed below). The resol-
vent Gp�!� is defined in terms of a self-energy �p�!� by

Gp�!� �
1

�h!�  p � �p�!�
; (12)

�p�!� � �E�S�
p � �E�D�

p �!�: (13)

�p�!� contains two types of energy shifts, static �S� and
dynamic �D�, corresponding to the different roles of the
thermal cloud. The static term �E�S�

p comes from inter-
actions between a condensate fluctuation and the static
noncondensate mean fields. The dynamic term �E�D�

p �!�
describes the driving of the noncondensate by the con-
densate and its subsequent backaction, which leads to
damping and energy shifts of condensate excitations.
The inclusion of this contribution gives a gapless excita-
tion spectrum [12,15].

However, the noncondensate can also be excited di-
rectly by the external perturbation and can then generate
condensate fluctuations. This process therefore changes
the effective excitation matrix element Pp0 and can be
included by replacing Gp�!� i$� in Eq. (11) with the
modified resolvent Rp�!� i$�, defined by
250403-2



FIG. 1. Ab initio theoretical excitation energies E (open sym-
bols) compared with experiment (solid circles) for (a) mp � 0
and (b) mp � 2. Diamonds neglect direct thermal driving (Gp),
open circles include it (Rp), and squares give Ep. The dashed
line is the Bogoliubov energy  p. Differences between dia-
monds and squares are due to non-Lorentzian structure in Gp.
There are no free parameters in the theoretical results.
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Rp�!� �

�
1�

�P�S�
p0 �!� � �P�D�

p0 �!�

Pp0�!�

�
Gp�!�: (14)

The important extra term here is �P�D�
p0 �!�, which de-

scribes the generation of noncondensate fluctuations by
the perturbation and their subsequent coupling to the
condensate. �P�S�

p0 �!� describes the effect of changes in
the static condensate shape [	0�r� ! 	�r�].

The detailed definition of �E�D�
p and �P�D�

p0 is lengthy
and is given elsewhere [19,24]. We note here that they are
both calculated as a sum over many Landau and Beliaev
processes, which are resonant whenever an energy match-
ing criterion is satisfied. The parameter $ in Eq. (11) is
required to keep �E�D�

p and �P�D�
p0 finite at the resulting

poles. Its inclusion can be formally justified from the
finite experimental resolution and its value is of order
the inverse of the observation time. Our numerical results
are essentially independent of this parameter for physi-
cally relevant values.

If �p and �P�D�
p0 are roughly independent of frequency,

the energy shift can simply be calculated from the poles
of G, i.e., the solutions to Ep � �h!p � Re� p � �p�!p�
,
while the decay rate is given by �p � �Im��p�!p�
= �h.
This situation arises in homogeneous condensates where
an excitation couples to a continuum of decay channels
and the resolvents are Lorentzians. For a finite system,
however, �p�!� depends on frequency, and neither Gp�!�
nor Rp�!� are perfect Lorentzians. In this case, we ex-
tract energies and decay rates by fitting bp�!� to a
complex Lorentzian plus a constant. The frequency de-
pendence of Pp0�!� is included as a (known) weight
function in the fit and $ is subtracted from the resulting
decay rate. This corresponds to the experimental proce-
dure of fitting a decaying sinusoid to the condensate
density fluctuations in the time domain.

We present numerical results for the parameters of the
JILA experiment [2]. We consider a condensate of N0 �
6000 87Rb atoms in an axisymmetric harmonic trap with
radial and axial trap frequencies of !r=2 � 129 Hz,
!z=2 � 365 Hz. The scattering length is 110a0, where
a0 is the Bohr radius. We fix N0 for all the temperatures
considered (consistent with the experiment for t < 0:9)
and include zero-temperature effects using the appropri-
ate UV renormalization [19]. The external perturbation is
P�r; t� / r2 cos�mp+�!dt�, where r and + are the radial
and azimuthal angle coordinates and !d �  p= �h is the
central drive frequency. The parameter $ is 0:036 �h!r [2].

For a fixed N0 we first solve the static GPE of Eq. (9)
with ~nn � ~mm � f � 0 to obtain 	0�r�. We then calculate
and store the quasiparticle basis functions ui�r� and vi�r�
and unperturbed energies  i from the static limit of Eq. (6)
for all states up to an energy cutoff Ecut � 130 �h!r. Using
these we can construct all static and dynamic terms,
defined by sums and integrals over various functions of
the quasiparticles. The numerical calculation is difficult
because of the need to describe low-energy states accu-
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rately while also converging significant single-particle
effects. We therefore use a Gaussian quadrature scheme
together with a large value of Ecut and a semiclassical
approximation at high energy [12]. The final results are
converged to within 5� 10�3 �h!r. Further details are
given in [25].

Results for the m � 2 and m � 0 modes are compared
to experiment in Fig. 1. As can be seen, the theory
predicts a significant downwards shift for the m � 2
mode. The agreement with experiment is reasonable if
we consider the temperature error in the measurements
(of order 5%–10%), which is not shown. The downward
curvature of the results is due to the scaling of the
temperature axis from absolute to reduced temperature.
For kBT � �0 the shift is linear in T, as expected theo-
retically [12].

If we neglect direct driving of the noncondensate, then
similar behavior is seen for the m � 0 mode, as in pre-
vious calculations [10–12]. Including this effect gives
very different results, however, and the theory correctly
reproduces the sharp upward shift in the excitation energy
around t � 0:6. This is because an r2 perturbation couples
strongly to single-particle modes with frequency differ-
ences of 2!r, so the noncondensate response is peaked in
this region. The effect on the condensate is shown in
Fig. 2, where the resolvents G and R are plotted as a
function of frequency and temperature. The appearance of
a growing peak at ! � 2!r in R is due to direct driving
of the noncondensate and is absent in G. In this case the
perturbation excites mainly the thermal cloud, which
then drives the condensate, rather than the reverse. This
coincides with a change in the relative phase of the
oscillations, from generally out of phase at low t to in
250403-3



FIG. 2. jRp�!� � �h!rj
2 for mp � 0 as a function of fre-

quency for t � 0 (solid line), t � 0:65 (dot-dashed line, �4)
and t � 0:9 (dashed line, �4). For comparison, jGp�!� �
�h!rj

2 is shown at t � 0:65 (dotted line, �4).

FIG. 3. Theoretical decay rates (�) compared with experi-
ment for (a) mp � 0 and (b) mp � 2. Symbols are as in Fig. 1.
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phase at high t, consistent with the argument in [13]. The
out-of-phase branch should be observable using a pertur-
bation localized around the condensate.

Figure 3 shows the results for the damping rates.
Overall, the agreement with experiment is good and
consistent with other calculations [11,14,26]. The over-
estimate of the damping at low t was also seen in [14] and
may be due to experimental difficulties in measuring low
temperatures. For m � 0, the damping is underestimated
at high t if direct driving of the thermal cloud is included.
This is partly due to uncertainties in extracting widths
from non-Lorentzian spectra at high temperature [25].

Our results are consistent with the recent calculations
of JZ [14] indicating that the anomalous average and
Beliaev processes play a relatively minor role in the
JILA experiment. Nonetheless, the low temperature shifts
we obtain arise purely from these processes (cf. Fig. 1)
and they are essential to describe other recent experi-
ments [6,16,17]. A detailed discussion of the relation
between the two calculations will be given elsewhere [25].

In conclusion, we have developed a gapless theory of
BEC excitations at finite temperature and demonstrated
its validity by comparison with the JILA experiment [2].
Good agreement is found for the energies and decay rates
of the lowest modes with m � 2 and m � 0. The anoma-
lous behavior of the m � 0 mode is the result of direct
excitation of the noncondensate by the external perturba-
tion. These results show that a consistent perturbative
approach is appropriate for the finite-temperature dynam-
ics of BECs, contrary to statements in the literature
[11,14]. Our method can therefore be used as a general
tool to study the finite-temperature response of Bose
condensates beyond the Bogoliubov approximation.
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