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Unique Phase Recovery for Nonperiodic Objects
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It is well known that the loss of phase information at detection means that a diffraction pattern may
be consistent with a multitude of physically different structures. This Letter shows that it is possible to
perform unique structural determination in the absence of a priori information using x-ray fields with
phase curvature. We argue that significant phase curvature is already available using modern x-ray
optics and we demonstrate an algorithm that allows the phase to be recovered uniquely and reliably.
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solution is often the correct one. Indeed, it has been where k0 � 2�=�, and � is the wavelength. In the
Since the discovery of the laws describing the diffrac-
tion of x rays by crystals, x-ray diffraction has played a
pivotal role in developing an understanding of the physics
of materials and is a central technique of modern struc-
tural biology. The development of very high-brightness
x-ray sources, such as third-generation synchrotron
sources, enables diffraction data to be acquired from
ever-smaller samples. The loss of phase information at
measurement may be compensated by introducing addi-
tional information via, for example, atomicity assump-
tions in direct methods [1], structural substitution
methods [2], and single or multiple anomalous dispersion
methods [3]. The development of x-ray free-electron la-
sers promises the acquisition of diffraction data from very
small crystals or even single molecules [4], and recent
work by Miao et al. [5] has demonstrated the reconstruc-
tion of such noncrystallographic specimens from diffrac-
tion data, although the uniqueness of the reconstruction
cannot be guaranteed. Unique real-space phase recovery
methods have been demonstrated and successfully applied
[6] but have hitherto been thought to fail in the far-field
limit. In this paper we consider the real-space ideas in the
context of the diffraction of fields containing cylindrical
phase curvature, which we term astigmatic fields. We
show that astigmatic diffraction patterns allow unique
recovery of structural information from diffracted inten-
sities in reciprocal space.

The diffraction imaging work of Miao et al. [5], fol-
lowing on from the ideas of Sayre and colleagues [7],
recovers a wave field from its diffracted intensities using
the so-called oversampling method. Fourier methods tell
us that a complete reconstruction of an object may be
obtained from reciprocal space samples taken at intervals
specified by the Nyquist condition. The oversampling
approach posits that reciprocal space data should be
sampled at a greater rate since the additional data contain
information about the object ‘‘support’’—a region of real
space known to fully contain the object. It is further
posited that incorporating support information greatly
reduces the possible data sets consistent with the dif-
fracted intensity, and it is observed that the recovered
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shown that knowledge of the support associated with
the diffracted intensities almost always enables a unique
phase recovery, given a degree of oversampling [8]. The
structure is found using iterative methods based on the
original Gerchberg-Saxton approach as modified by
Fienup [9].

Recent work has shown that noninterferometric phase
recovery is possible in real space for x rays [10], along
with other forms of waves [6]. Noninterferometric real-
space phase recovery methods depend on the fact that the
evolution of the intensity with propagation carries phase
information through curvature in the diffracted wave.
However, the far field is precisely that region where
curvature is negligible. In the far field, the intensity dis-
tribution merely expands on propagation and so all propa-
gation-based phase information is lost. In the work
described here, the curvature is reintroduced by consid-
ering a nonplanar incident field.

Suppose a coherent x-ray wave,  inc� ~rr; z�, where ~rr is a
two-dimensional vector, strikes a finite sample and pro-
duces a diffracted wave  diff . The sample is assumed to
be sufficiently small so that the diffracted field is detected
in the far field and its diffracting properties are contained
in its 3D scattering potential, V� ~rr; z�. In the far
field,  diff� ~rr; z� !  diff�r ~���, where r is the distance
of the observation point from the detector point,
��x; �y;

��������������������������
1� �2

x � �2
y

q
� is the unit vector in the direction

of propagation, and we define ~�� � ��x; �y�. As a very
small sample will only diffract x rays weakly, we adopt
the Born approximation so that the diffracted wave is
described by

 diff�r ~��� �  inc�r ~��� �  f�r ~���; (1)

where [11]

 f�r ~��� � � ik20
eik0r

r

	
Z
 inc� ~rr

0; z0�V� ~rr0; z0�e�ik0� ~��~rr
0�z0
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d~rr0dz0;

(2)
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remaining discussion we consider only the angular com-
ponent, Uf� ~��� of the far-field distribution, where Uf� ~��� is
defined via  f�r ~��� � Uf� ~����eik0r=r�.

We now suppose that a phase change �� ~rr� is introduced
onto an initially planar incident field. In this case,

 inc�~rr� � ei��� ~rr��k0z
 � e�ik0z�1� i�� ~rr�
; (3)

where we note that modern x-ray optics will produce only
a small phase change across its focal region and so
assume that the phase curvature is small. We also assume
that the object is sufficiently small so that ��~rr� can be
considered not to vary through the structure —it has no z
dependence.We may then write the far-field wave in terms
of the diffracted wave with zero incident curvature,
U0
f� ~��� as

Uf� ~��� � U0
f� ~��� � i�� ~���; (4)

where

�� ~��� � �ik20
Z
�� ~rr0�V�~rr0; z0�e�ik0� ~��~rr

0�z0��1�
���������
1��2

p
�
d~rr0dz0:

(5)

The modified far-field scattered intensity is therefore

I0f� ~��� � If� ~��� � ifU0�
f � ~����� ~��� �U0

f� ~����
�� ~���g; (6)

where the second order terms in �� ~��� have been ignored
and If� ~��� � jU0

f� ~���j
2.

We now consider the specific case of the introduction of
a small additional parabolic phase change ��~rr� �
�k0r2=2R� into an otherwise conventional diffraction ex-
periment. R is the characteristic scale of the phase
change. In modern x-ray optics, the paraxial limit
is appropriate in describing the incident field, in
which case R becomes the radius of curvature of an
incident spherical wave. Following Eq. (3), the illuminat-
ing wave may therefore be written  inc� ~rr� � �1�
ik0�r2=2R�
e�ik0z.

We now make the projection approximation, which
assumes that the object is sufficiently thin so that the z0

dependence may be ignored. This requires that the width
of the object in the z direction, �z, obeys the condition
�z� 1=k0�

2
max, where �max is the maximum lateral spa-

tial frequency measured [12]. Using Eq. (5), we then find

�� ~��� � �
1

2k0R
r2U0

f� ~���; (7)

so that Eq. (6) may be rewritten:

I0f� ~��� � If� ~���

�
1

2k0R
ifU0

f� ~���r
2U0�

f � ~��� �U0�
f � ~���r2U0

f� ~���g:

(8)

This may, in turn, be written in the form

I0f� ~��� � If� ~��� �
1

k0R
rfIf� ~���r�f� ~���g: (9)
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Here we have introduced the definition U0
f� ~��� ������������

If� ~���
q

ei�f� ~���, where �f contains the diffracted phase
information. If we define �If� ~��� � If� ~��� � I0f� ~��� then

k0R�If� ~��� � rfIf� ~���r�f� ~���g: (10)

This has a structure that is formally identical to the
transport of the intensity equation [13] used in real-space
phase determination. However it is important to realize
that this expression is fundamentally different: it does not
assume paraxiality and it describes a field in reciprocal
space.

In the context of the Neuman problem [14], Eq. (10) has
a unique solution given knowledge of the boundary
condition ~nnr�f � g, where ~nnr�f is the phase gradient
normal to the boundary, and If� ~��� > 0 over a
simply connected bounded two-dimensional domain.
Unfortunately, these uniqueness conditions are violated
for most diffracted fields. In particular, phase disconti-
nuities are almost inevitably associated with zeros in the
intensity and Eq. (10) will rarely yield a unique solution.

At a deep level, the phase ambiguity arises from the
symmetries buried in the phase discontinuity structure
[15] and so might be expected to be broken by the in-
troduction of an asymmetric optical system. Consider,
then, illuminating the sample with a cylindrical, rather
than spherical, wave. In this case the phase distribution is
described by

��x; y� �
k0
2R

x2: (11)

An entirely analogous argument to that given before leads
to the expression:

k0R�If� ~��� � @�xfIf� ~���@�x�f� ~���g; (12)

where @�x�f� ~��� is the partial derivative of �f� ~��� in the
�x direction.

The Poynting vector for a coherent optical field
with intensity I and phase � has the form ~SS� ~rr� �
�1=k0�I� ~rr�r��~rr�. Equation (12) has the property that it
allows the x component of the Poynting vector
�1=k0�If� ~���@�x�f� ~��� to be directly obtained, to within
an arbitrary function of �y:

1

k0
If� ~���@�x�f� ~��� � R

Z
�If� ~���d�x � gx��y�: (13)

Neuman boundary conditions may now be introduced.
We assume, for the purposes of this argument, that the
boundary 
 is rectangular so that ~nnr�fj
 � @�x�fj
 is
known along the boundary. In practice, we may often
assume that the object is fully contained within 
 so
that the boundary condition requires that the Poynting
vector vanishes at 
. In this way, gx��y� can be obtained
and �1=k0�If� ~���@�x�f� ~��� is fully determined. If the y
curvature is also introduced, the same process can be
applied to recover �1=k0�If� ~���@�y�f� ~���. Thus the
203902-2



FIG. 1. Outline of the algorithm to recover the phase from
astigmatic diffraction data. The algorithm uses diffracted in-
tensities from a planar incident field and cylindrically curved
fields in the x and y directions. It then iteratively seeks a phase
distribution consistent with the intensity data using a form of
the Fienup hybrid input-output algorithm. The algorithm cycles
between real (i.e., sample) space and Fourier (i.e., detector)
space for each of the incident fields. It imposes the measured
intensities in Fourier space and imposes a finite support con-
straint in real space while leaving the phase free to find a set of
values consistent with the measurement. Once the algorithm
begins to converge, it is found that the rate of convergence is
improved by removing the support constraint altogether.
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Poynting vector field �1=k0�If� ~���r�f� ~��� is uniquely
determined.

It is straightforward to see that the Poynting vector
field uniquely specifies the phase of the coherent field to
within a physically meaningless constant [16]. Methods
exist for the direct integration of r�f� ~��� to recover the
phase distribution, given suitable care in the treatment of
phase vortices [17]. We are therefore able to conclude that
a measurement of the far-field diffraction pattern com-
bined with far-field diffraction patterns obtained with
orthogonal cylindrically curved waves is sufficient to
uniquely determine the phase of the diffraction pattern.
This is the central result of this Letter. As the proposed
method uses astigmatic optical elements to illuminate the
sample, we refer to the method as astigmatic diffraction.

Although it would be possible to directly integrate a
Poynting vector field to recover the phase distribution, a
diffracted field will typically contain many vortices and
so this will, in general, not be practical. We therefore
developed an iterative scheme to solve for the phase.
The algorithm is similar in spirit to other iterative meth-
ods [9] and commenced with a phase guess (either uni-
form or random initial guesses were used) and uniform
intensity. The algorithm is described in Fig. 1, but the
essential idea is to iterate between the three diffraction
data sets and to impose the measured diffracted inten-
sities at each incident phase curvature while letting the
phase arrive at a consistent set of values. The argument in
this paper proves that a consistent phase distribution is
uniquely specified as the correct one.

In order to assist with convergence, a loose support
constraint was used to correct the data in real space. In
the simulations here, the support required that the object
have a maximum linear extent not exceeding half that of
the reconstructed field of view. This corresponds to an
oversampling ratio [5] of 4, though we have found con-
vergence also occurs with a lower oversampling ratio.
With this rather weak support constraint, we found that
the algorithm always quickly found the unique solution.
In order to assess convergence, we define a quality of fit
parameter against the correct solution, determined over
the support:

R�
X
i;j

�������
�������dreconij

��������
�������dtruthij

�������
�������
�X

i;j

�������
�������dreconij

��������

�������dtruthij

�������
�������;

(15)

where dreconij is the ijth pixel of the reconstruction and
dtruthij is the corresponding correct value.

A principal application of the method lies in its appli-
cation to small crystal diffraction [18]. In order to explore
that application, the diffraction pattern from a nanocrys-
tal of lysozyme molecules was simulated without ap-
proximation. This molecule has a unit cell of
38:07	 33:20	 46:12 �A. Diffraction of x rays with a
wavelength of 1.5 Å from a 3	 3	 3 nanocrystal was
203902-3
simulated. Note that, for this example, the projection
approximation leading to Eq. (7) implies a resolution
limit for the method of about 6 Å. The diffraction pattern
was calculated for a planar wave and the magnitude of the
correct diffracted field amplitude at the molecule is
shown in Fig. 2(a). Diffraction patterns were calculated
using illumination with a moderate cylindrical curvature
in both the x and the y directions (maximum phase
excursion of 1:3�). The algorithm given in Fig. 1 was
then applied to the data with the result shown in Fig. 2(b).
This reconstruction has R � 12:5	 10�2.

Comparisons were made with the reconstruction using
a Fienup-type hybrid input-output algorithm. As might
be expected [8], the Fienup approach produces a visually
acceptable, but inferior, recovery (R � 31:5	 10�2), but
required a very tight support constraint containing de-
tailed object shape information.
203902-3



FIG. 2 (color). Reconstructions using the iterative algorithm.
(a) The correct magnitude of the field diffracted by the lyso-
zyme molecule. (b) Magnitude of the reconstruction of the
diffracted amplitude using the astigmatic diffraction tech-
nique. The agreement with the field shown in (a) is excellent.
The scale bar is 40 �A in length.
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When coherently illuminated, modern zone plates can
deliver diffraction limited focal spot sizes of around
100 nm for harder x rays [19], and 30 nm or better [20]
for softer x rays. These zone plates have a diameter of
around 100 �m, and significant levels of coherence have
been observed on these length scales [21] confirming that
diffraction limited focal spots are achievable. This argu-
ment suggests that it should be possible to uniquely phase
diffraction data from crystal structures with a unit cell
with a size > 30 nm using already existing technology,
which brings the method into the range of moderate sized
protein crystals. We also note that there has been recent
work in diffractive optical elements [22] that will have
the potential to develop novel x-ray wave fronts that may
find application to methods such as that discussed here.

In this Letter we have developed a theoretical formal-
ism that will allow structural information to be extracted
uniquely without detailed knowledge of the object shape.
The algorithm we have developed converges reliably and
rapidly, with results that are better than are achieved
using methods depending on a priori shape information.
The diffraction data are acquired using x-ray optical
elements with requirements that are within the current
state of the art. We therefore believe that this method is a
reliable new approach to directly and uniquely recovering
the structures of nonperiodic samples. The method should
immediately find a role in structural studies of both small
crystals and in the high resolution imaging of biological
structures.
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