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Intrinsic Profiles beyond the Capillary Wave Theory: A Monte Carlo Study
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We develop and test an operational definition of the intrinsic surface for liquid-vapor interfaces. The
application to the microscopic configurations along Monte Carlo computer simulations gives the
statistical properties of the intrinsic surfaces and the intrinsic density profiles for simple fluid models.
The results open a framework of quantitative description to close the gap between the mesoscopic
capillary wave theory and the sharpest level of resolution for the intrinsic density distribution, relative
to the first atomic layer in the liquid surface, as done in the interpretation of experimental x-ray
reflectivity.
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~���z; qu� � A i�1

��z� zi  ��Ri�� : (1) ratio between triple and critical temperatures, Tt=Tc, of
Hg and show structured surfaces. The deconvolution of
The description of the liquid-vapor interface through a
smooth density profile, ��z�, goes back to van der Waals,
but the delocalization of the free liquid surface by long
wavelength capillary waves (CW) sets a problem in the
statistical interpretation of ��z�, tied to the appearance of
long-range surface fluctuations. The capillary wave
theory (CWT) [1–3] incorporates these fluctuations by
means of an intrinsic surface, z � ��R� �

P
q�̂�qe

iq�R, to
represent the instantaneous microscopic boundary be-
tween liquid and vapor, at each transverse position R �
�x; y�. For large R12 � jR1 �R2j, the two-particle distri-
bution function is represented by the average over the
intrinsic surface shapes of two intrinsic profiles, ~���z�,
shifted by the local values of ��R�,

��2��z1; z2; R12� � h~���z1 � ��R1�	~���z2 � ��R2�	i:

The microscopic structure in the perpendicular direction
is included through ~���z�, while the long-ranged trans-
verse dependence goes with the intrinsic surface correla-
tions, h��R1���R2�i. The two key assumptions of the
CWTare that ~���z� and ��R� are statistically uncorrelated,
and that the later follows a simple surface Hamiltonian
leading to uncorrelated Gaussian probabilities for each
Fourier component and hj�̂�qj2i � ��oAq2��1, with the
macroscopic surface tension �o, in kBT � 1=� units.
The finite transverse size A � L2x enters through the lower
limit of the wave vector, with periodic boundary condi-
tions q � 2�=Lx, while the fixed number of particles, N,
restricts the fluctuations of the �̂�0 component. The specific
definition of ��R� and, in particular, the upper limit qu �
q for the level of resolution at which ��R� follows the
atomic positions, would determine the shape of the in-
trinsic profile [2],

�
1 XN �
0031-9007=03=91(16)=166103(4)$20.00 
The link between CWT and the density functional (DF)
or other microscopic theories for the liquid-vapor density
profile ��z� [4,5] has not been established at a quantitative
level because of the uncertainty in the separation of
‘‘bulk’’ and ‘‘surface’’ fluctuations, tied to the choice of
qu and the shape of ~���z�. Qualitatively it is expected that
qu should not go beyond 2�=�, in terms of the molecular
diameter �, and that ~���z� is a rather sharp function, since
the CWT gives the density profile, with transverse size Lx,
as the smoother Gaussian convolution:

��z; Lx� �
Z
dz0

~���z0; qu�����������������
2��CW

p exp

�
�
�z� z0�2

2�CW

	
; (2)

with the CW square width �CW�Lx; qu� �
P
qh�̂�

2
qi.

Mecke and Dietrich [5] used a DF approximation to
check the validity of the CWT assuming that ~���z� is the
DF profile for a planar surface, without explicit depen-
dence on qu. Such a smooth intrinsic profile removed
problems associated to a step function ~���z� [6], but still
the nonlocal molecular interactions reduced the validity
of the macroscopic surface Hamiltonian to values of qu
well below 2�=�. On the other hand, the analysis of x-ray
reflectivity data for liquid metals Hg [7] and Ga [8,9]
[which showed layering structures in ��z; Lx�, for Lx �
103 �A] makes use of the CWT with the assumption that
the intrinsic profile is a delta function followed by a
strongly oscillatory structure, similar to that of the dis-
tribution function g�r� in the bulk liquid [7]. Using �CW

in (2) as a free parameter to transform the delta function
of ~���z� into a Gaussian first peak in ��z; Lx�, and to fit the
experimental reflectivity data, drowns together the lack
of a precise value for Lx and the arbitrariness in qu. In
previous works [10,11], we have analyzed Monte Carlo
(MC) results for simple fluid models which share the low
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those ��z; Lx� to putative CWT intrinsic profiles [11], with
qu � 2�=�, showed a strongly structured ~���z�, but still
far from being a delta function.

The use of such different assumptions and results for
the shape of ~���z� reflects the lack of connection between
the CWT and a truly microscopic view of the liquid
surfaces. In this Letter, we explore this question with
the direct evaluation of ��R� and ~���z� along MC simula-
tions for simple fluid models, to get both the statistical
distribution of the intrinsic surface and the shape of the
intrinsic profiles, as functions of qu. The MC simulations
are done with the soft-alkali (SA) model [11], at several
temperatures clearly above its triple point (Tt=Tc � 0:1),
using 2592 particles in periodic boundary rectangular
boxes, with Lx � Ly � 9� and Lz � 81�, initialized
with a liquid slab (of thickness around 27�) with upper
and lower interfaces normal to the z direction. The high
values of �o (Table I) reduce the amplitude of the
capillary waves and make our Lx large enough to reach
the range of the CWT. For comparison, we present results
for the Lennard-Jones (LJ) system, for which Lx is not
large enough to reach the validity of the CWT, as ob-
served with larger size simulations [12].

A local Gibbs dividing surface, as definition of ��R�,
had been used in MC simulations to study the CWeffects
in polymer mixtures [13] but, to avoid the damping of the
surface structures by bulk fluctuations, we searched for a
definition of the intrinsic surface tied directly to a set of
pivot atoms at each surface of the liquid slab. For each
sampling configuration, we use a percolative criterion to
eliminate the particles in the vapor [14] and select as
(upper and lower) initial sets of nine pivots the most
external atomic positions in a mesh of prisms with trans-
verse size Lx=3 � 3�. The initial intrinsic surface is
defined as the minimal area surface going through all
the pivots and restricted to have Fourier components with
jqj � qm. Then we add as new pivots those particles
which are closer to ��R� than a prefixed distance �, and
recalculate a new ��R� until self-consistency is reached.
TABLE I. Thermodynamic parameters in our MC simula-
tions, for the soft-alkali (SA) and Lennard-Jones (LJ) models.
�CW�Lx; qu� is the MC result for the CW mean square ampli-
tude, �ai � ai � ~aai ��CW give the correlation effects for the
thickening of the first Gaussian layers (i � 0; 2), and �z01 �
�z0 � �z1 for the distance between the first two layers, all with
atomic diameter � units.

T=Tc �o Lx �a0 �a1 �a2 �z01 �CW

SA
0.15 8.23 9.02 0.039 0.024 0.006 0.036 0.041
0.21 5.34 9.06 0.058 0.037 0.014 0.038 0.053
0.33 2.97 9.16 0.100 0.073 0.061 0.089 0.072

LJ
0.63 0.93 9.78 0.356 0.173 0.041 0.200 0.165
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For each microscopic configuration we obtain in this
way the intrinsic surface and the set of Np pivots lying on
it, ��Ri� � zi. From (1), the averaged intrinsic profiles,
~���z; qm� shown by the lowest curves in Fig. 1, contain
delta-function first peaks (shown as arrows), with two-
dimensional densities (arrows height) given by the mean
number of pivots per unit area, hNpi=A, followed by
layered structures which resemble the density profiles
for liquids near planar walls. We fix the parameter �
from the stability of ~���z� with respect to it; for too low
�, the peak at z � � develops a shoulder just beyond the
cutoff z � �, while for � above an upper threshold the
number of pivots grows unbounded, as ��R� becomes
corrugated and merges into the bulk. The optimal values
are � � 0:5�, well within the intuitive meaning of this
parameter, to separate the intrinsic surface from the inner
particles. We take qm � 16�=Lx � 2�=�, which implies
using 193 �̂�q components, to fit the z positions of around
60 pivots. With a much lower qm, the number of variables
approaches the number of pivots, the requirement of ��R�
being a minimal area surface becomes irrelevant, and the
overfitting effect increases the squared amplitudes j�̂�qj2;
if qm is too large, ��R� develops wedges between pivots,
and j�̂�qj

2 are depleted, although ~���z� changes very little.
No CWT assumption is made to get these intrinsic

surfaces and profiles; ��R� may bend around the pivot
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FIG. 1. Intrinsic profiles, ~���z; qu�, in units of the atomic
diameter �, for the SA at T=Tc � 0:15, and the LJ at T=Tc �
0:63; the curves for different qu are displaced vertically. The
dashed lines at the top give the CWT convolution of the
intrinsic profiles at the bottom, with the mean square dis-
placement of the intrinsic surface, �CW , obtained in our
simulations.
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particles in a much sharper way than what would
be reasonably described with a macroscopic surface
Hamiltonian [6], and the intrinsic profile is not required
to be statistical independent of ��R�. The validity of the
CWT would be reached with smoother intrinsic surfaces,
keeping only the Fourier components of ��R� with jqj �
qu < qm. With this restriction on the short wavelength
fluctuations of the intrinsic surface, ��R� would not go
precisely through the positions of the pivot particles, and
the intrinsic profiles ~���z; qu� in Fig. 1 have increasingly
broader peaks as qu decreases. If qu < 2�=Lx,
then ��R� � �̂�0, and the result of (1) becomes similar
to the plain density profiles ��z; Lx�, since the flat intrin-
sic surface is similar to the Gibbs dividing surface de-
scribed by the center of mass and the total number of
particles.

The averaging over 104 configurations, separated by
50 MC steps, shows uncorrelated Gaussian distributions
for the Fourier components �̂�q of the intrinsic surface,
which are described in Fig. 2 by the value of hj�̂�qj2i or
equivalently by the q dependent surface tension, �q� �
��Aq2hj�̂�qj2i��1 used in [5]. For the stiff surface of the
SA model at the lowest T, the CWT assumption �q� �
o is valid for q� � 2; beyond this range �q� grows and
produces the gradual (but faster than CWT) damping of
the CW. Increasing T reduces the region with �q� � o,
and for the LJ fluid our simulation box is not large enough
to reach the CWT limit. Despite their different values of
�o, all the values of ��q� for q� > 2 are roughly
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FIG. 2. The mean squared amplitude of the intrinsic surface
Fourier components and the effective q-dependent surface
tension, �q�, in kBT and atomic diameter � units. Circles:
SA at T=Tc � 0:15; squares: SA at T=Tc � 0:21; triangles: LJ
at T=Tc � 0:63. The low q values of �q� are extrapolated
(broken lines) to the macroscopic surface tension o. The
dashed lines in the upper graph give the CWT predictions.
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similar, producing the common (apparently exponential)
decay of j�̂�qj2, in clear contrast with the CWTassumption
j�̂�qj2 � ��oAq2��1.

For the coldest SA surface, the three upper intrinsic
profiles in Fig. 1 (left) are within the CWT range.
Although damped with respect to that for qm, they pre-
serve the oscillatory layering structure. In contrast, the
oscillations of ~���z; qm� for the LJ model are fully
damped, top curve of Fig. 1 (right), before reaching the
range of �q� � o. This is consistent with the proposal
of Mecke and Dietrich [5] of a smooth (DF-like) shape for
~���z�, rather than a sharp step function, which would not
be reproduced by any of our ~���z; qm�. The much sharper
view of the liquid surface with a delta-function descrip-
tion of the first liquid layer, assumed in the analysis of the
x-ray reflectivity, is certainly beyond the range of validity
of the CWT. Nevertheless, our procedure to locate ��R�
in each microscopic configuration shows that such
~���z; qm� exist, as a natural description of the interface
at the sharpest possible microscopic level. Near the
critical temperature, the method would lead to unnatural
shapes for ~���z; qm� and strong dependence with the
parameter �, as the separation between the first atomic
layer and the inner liquid would be artificial for very
rough surfaces and low liquid densities. However, the
application near the triple point of simple (LJ-like)
liquids seems to be justified, since the shapes of ~���z; qm�
are natural and robust with respect to the choice of �
and qm.

The direct generalization of the CWT to include the
effective �q� obtained in our MC simulations fails to
reproduce the MC density profiles ��z; Lx�, from the
Gaussian convolution (2) of ~���z; qm� (dashed lines at the
top of Fig. 1). The failure comes from the correlation
between the roughness of ��R�, for a given configuration,
and its contribution to ~���z�; the atomic correlations,
together with our operational definition of intrinsic sur-
face, lead to the accumulation of pivots at the maxima and
minima of ��R�, so that the mean square deviation of the
pivots’ z coordinate is larger than the mean square devia-
tion of ��R� [15]. This is reflected in the first peak of the
intrinsic profiles in Fig. 1; within the CWT the gradual
incorporation of the CWeffects should lead (from bottom
to top) to similar increments for the square width of each
peak, while our microscopic evaluation of ~���z; qu� shows
a much faster broadening of the first peak.

To include the correlation between ��R� and the atomic
positions requires a nontrivial extension of the CWT. At
low temperatures, we may use the distorted crystal pa-
rametrization used for the interpretation of x-ray reflec-
tivity experiments [7], and in our previous analysis of
��z; Lx� [10,11]. The intrinsic density profile is assumed to
be a series of Gaussian peaks, describing atomic layers of
two-dimensional density ~nni, mean position ~zzi, and square
width ~aai, with a delta-function first peak when ~���z� is
pushed to the sharpest resolution,
166103-3
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~���z� � ~nn0��z� 
X1
i�1

~nni�����������
2�~aai

p exp



�
�z� ~zzi�

2

2~aai

�
: (3)

The number of free parameters is reduced by setting, for
i � 4, linear increases ~aai1 � ~aai  $, ~zzi1 � ~zzi  % , and
~nni � �o% in terms of the bulk liquid density �o, while the
vapor density is neglected. The CWT prediction for
��z; Lx�, using this intrinsic profile parametrization in
(2), would have the same functional form (3) but with
square widths ai � ~aai �CW, increased by the CW con-
tribution as it would result from (2).We may now use these
functional forms for ~���z; qm� and ��z; Lx� to fit our MC
results for the intrinsic and the averaged density profiles,
restricted to have identical layers densities (~nni � ni), and
equal values of $ and % for both density profiles, but
taking ~aai and ai as independent parameters for i � 3.
The correlation effects beyond the CWT in each layer
would be given by �ai � ai � ~aai ��CW. To get a good fit
to both profiles, we have also to allow the free variation in
the position of the first layers (i.e., using �zi � ~zzi � zi as
independent fitting parameters). The results, in Table I,
show that at very low temperatures the correlation effect
is reduced to the first layers. For the LJ model, the effects
appear well inside the liquid phase, but still we may get a
good common fit to ~���z; qm� and ��z; Lx� with a few
parameters to describe the deviation from the CWT.

In conclusion, we have shown that an operational defi-
nition of intrinsic surface may be used in MC simulations
to obtain intrinsic density profiles of liquid surfaces, with
atomic layering structures similar to that of dense fluid
near walls. The method has been applied not only to a
liquid-metal model, with Tt=Tc � 0:1, for which the
layering had been directly observed in MC density pro-
files ��z; Lx�, but also at the higher temperature of the LJ
liquid. The shape of the intrinsic profiles depends strongly
(bottom to top curves of Fig. 1) on wavelength cutoff
assumed for the fluctuations of the intrinsic surface, qu.

Our MC results validate the assumptions of the CWT
up to a very short wavelength of the corrugation (qu �
�=�) for cold liquids, in agreement with the analysis of
experimental results [7,8]. The dependence with qu below
this range would just represent the standard CWT arbi-
trariness in the separation of bulk and surface fluctua-
tions, and tied to the value of �CW in (2). However, our
intrinsic profiles for these values of qu are qualitatively
similar to those of the DF approximations rather than to
the step function assumed in some theoretical analysis or
the delta-function peaks used to interpret the x-ray re-
flectivity results. We observe that the limit of validity for
the CWT depends strongly on T, which for the LJ model
of a simple fluid is reached only when the intrinsic profile
has become monotonic, in contrast with the oscillatory
~���z; qu� for liquid-metal models.

Within our scheme, we may go to a sharper level of
description for the liquid interface, and get the delta-
166103-4
function first peak in ~���z; qm�, using an intrinsic surface
corrugated up to wavelength of molecular size (qm �
2�=�). However, this requires an extension of the CWT
with a wave vector dependent surface tension �q� and the
correlation between the intrinsic profiles and surfaces.
This extension allows the prediction of the density pro-
file, averaged over any transverse window size Lx, in
terms of ~���z; qm�, �q�, and a few parameters to describe
the correlation effect in the first liquid layers. The impli-
cation of this CWT extension for the interpretation of the
x-ray diffraction data and other experimental proves of
the liquid surfaces requires further analysis, and the con-
nection of ~���z; qu� with the density profiles obtained
within the DF formalism should also be explored; hope-
fully the direct determination of ��R� and ~���z; qu� in
computer simulations, as presented here, may open a
quantitative framework of description for liquid surfaces,
closing the gap between the mesoscopic CWT and the
microscopic DF theories.
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