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Time-Dependent Electron Thermal Flux Inhibition in Direct-Drive Laser Implosions
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We simulate direct-drive CH target implosions with square laser pulses by a one-dimensional
Fokker-Planck solver combined with a hydrodynamic code, and compare the results with those
simulated by the flux-limited Spitzer-Härm model. We find that the electron thermal flux inhibition
is time dependent, resulting in longer density scale length, larger laser absorption, and smaller growth
of Rayleigh-Taylor instability. The time of peak neutron production calculated from Fokker-Planck
simulations agrees with experiments for both 1-ns and 400-ps pulses.
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Electron thermal conduction plays an important role in
inertial confinement fusion (ICF) [1]; it transports the
laser energy absorbed near the critical surface into the
overdense region and therefore directly affects the abla-
tion, the laser absorption, and implosion dynamics. The
flux-limited Spitzer-Härm (SH) model [2] has been
widely used to calculate the electron thermal conduction.
In this model, the flux limiter f(typical value is 0.06 [3])
is introduced to limit the electron thermal flux given by

qe � min�fqFS; qSH�; (1)

where qFS is the free-streaming thermal flux defined by
qFS � neTe�Te=me�

1=2 and qSH is the SH electron thermal
flux [4]. The symbols ne, Te, and me denote, respectively,
the electron number density, the electron temperature in
energy unit, and the electron mass. Because the flux
limiter is empirically determined by comparing the nu-
merical simulation with experimental results, it depends
on the experimental conditions and the experimental
uncertainties. Many authors have reported that nonlocal
electron thermal conduction is important and leads to a
flux inhibition in laser-produced plasmas [5–13].
Nonlocal transport models have been developed to in-
clude the flux inhibition in hydrodynamic codes [12,13].
For the purpose of carrying out an ab initio study of
nonlocal thermal conduction and its effect on target im-
plosions, we have developed a Fokker-Planck (FP) code
0031-9007=03=91(9)=095003(4)$20.00 
and combined it with the one-dimensional hydrodynamic
code LILAC [14]. We show that the flux inhibition is time
dependent for square pulses. We also show its effects on
the CH target implosion by comparing with the neutron
burn history measurements [15].

In our code, the electron velocity distribution function
is expanded up to the ‘ � 3 mode by Legendre polyno-
mials [16] as follows:

Zeroth order:
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Second order:
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Third order:
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where f0, f1, f2, and f3 are the ‘ � 0; 1; 2, and 3 mode of
the distribution function, respectively. For the closure of
these coupled equations, we use the simplified f3 equation
without the correction terms for the hydrodynamic mo-
tion and spherical geometry; f3 is reset to zero at the
beginning of every time step. Cee is the electron-electron
collision operator [17] determined by the self-interaction
2003 The American Physical Society 095003-1



FIG. 1. (a) Ratio of qFP to qFS calculated at the critical
surface, together with the laser profile, and (b) ratio of �0 to
LT . qSH and qFS are calculated from ne and Te obtained from
FP calculations.
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of f0; �ei is the electron-ion collision frequency [11] given
by �ei � �4�neZ

�e4 ln�=m2
ev

3; which effectively in-
cludes corrections of higher-order terms neglected in
Cee, and � � �Z� � 4:2�=�Z� � 0:24�. The effective
charge Z� is defined by Z� � hZ2i=hZi, where Z is the
charges of ion species and h i indicates averaging over
the ion species. The symbols e, ln�, and U are the
electron charge, Coulomb logarithm [18], and ion veloc-
ity, respectively. The acceleration term is defined as ax �
eEx=me, where the electric field Ex is obtained from the
current free condition j � �4�e=3�

R
1
0 dvv

3f1 � 0.
S0 is a source term that accounts for changes caused
by the electron density and temperature from ioniza-
tion, radiation transport, laser absorption, and the work
done by pressure. These are calculated by the LILAC

code prior to FP calculations. S0 depends on f0, but we
approximated it by S0�t � ��fM�, where fM is the
Maxwell distribution function. Here, for the laser absorp-
tion in S0, we applied Langdon’s reduction factor [19] to
both FP and SH, although we did not apply the exact
Langdon operator to f0 in Eq. (2). We caution that this
would possibly further decrease the heat flux [20]. The
dimensionless factor  corrects the ideal gas heat ca-
pacity used in the FP equation to be consistent with
the real heat capacity Cve obtained from the hydrody-
namic code. Taking the v2 moment in Eq. (2) using
only the configuration-directional term leads to the equa-
tion of the thermal conduction with Cve � �3=2�ne, to
be CvedTe=dt � divqe. After the FP calculation, the
effective electron temperature, Teff defined as Teff �
�4�me=3ne�

R
1
0 v

4f0dv, is returned to LILAC.
We simulated an implosion of a polystyrene CH shell

of 900-�m diameter and 20-�m thickness filled with
15 atm of D2 gas. The 0:35-�m-wavelength laser pulse
is a 1-ns-duration square with a rise time (0 to maximum)
of 400 ps and a constant power of 25 TW between 0.4 to
1.4 ns. The irradiation intensity on the target is 9 

1014 W=cm2. Figure 1(a) shows the laser profile, together
with the calculated electron thermal flux at the critical
surface, qFP � �2�me=3�

R
1
0 v

5f1dv, normalized by the
free-streaming thermal flux at the critical surface, qFS.
The ratio qFP=qFS can be defined as the flux-inhibition
factor f, if we assume qFP to be the ‘‘actual’’ flux qe, when
fqFS � qSH in Eq. (1). We observe that f increases until
400 ps and then decreases with time. To explain this time
dependence of f using the properties of the SH model, we
consider the time dependence of the relation between qFS

and qSH, described by the SH model. qSH is written in
terms of �0=LT and the free-streaming flux as qSH �
16

���
2

p
��1=2��0=LT�qFS. Here �0 is the electron mean

free path for 90 collision scattering given by �0 �
v4

th=�4��neZ
��e2=me�

2 ln��, where vth � �2Te=me�
1=2.

LT is the temperature gradient scale defined as
Te=�@Te=@x�. Figure 1(b) shows the temporal evolution
of �0=LT , qFS, qSH, and qFP at the critical surface. �0=LT
increases during the rise time of the laser pulse when Te
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increases rapidly, and then decreases since LT increases
faster than �0 after 400 ps, when the constant laser pulse
begins. On the other hand, qFS keeps increasing beyond
400 ps as Te increases. Consequently, qSH, a function of
the product of �0=LT and qFS, stays almost constant after
400 ps. As seen in Fig. 1(b), the trends of qSH and qFP are
similar, and the ratio qFP=qSH stays between 0.5 and 0.6 in
the range of the constant laser power in spite of the de-
crease of �0=LT . This indicates that nonlocality of the
electron transport increases with time and overcomes the
decrease of �0=LT , thus keeping the ratio qFP=qSH con-
stant. From the time development of f in Fig. 1(a) and the
absorbed laser power IA, we estimate the absorbed laser
power-averaged flux-inhibition factor hfi �

R
fIAdt=R

IAdt to be 0.075 for the sharp-cutoff, flux-limited SH
formula of Eq. (1). We also calculated hfi with the har-
monic mean flux-limited SH model, which is given by
q�1
e � �fqFS�

�1 � q�1
SH , and obtained hfi � 0:15.

We checked the validity of our FP calculations by
comparing the calculated neutron burn history with ex-
perimental results. We also compared the burn history
with the results of the constant flux-limited SH model.
095003-2



FIG. 2. Comparison of neutron rates calculated by FP and SH of f � 0:07 and 0.06. (a) 15 atm of D2 fuel gas and 1-ns square
pulse, (b) 3 atm of D2 fuel gas and 1-ns square pulse, and (c) 20 atm of DT fuel and 0.4-ns square pulse.

FIG. 3. Electron-density scale length Ln and thermal electron
temperature Te at the critical surface, calculated by FP and SH
of f � 0:07.
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The experiments were performed on the 60-beam
OMEGA laser system [21] with the best smoothing con-
ditions [22]. The neutron burn history was measured with
the neutron temporal detector, which has a temporal
accuracy of �50 ps [15]. All of the calculations were
carried out with the real laser pulse and target condition.
Figures 2(a)–2(c) show three neutron rates calculated by
FP and by the flux-limited SH model. The gas pressure
was 15 atm of D2 in Fig. 2(a), 3 atm of D2 in Fig. 2(b), and
20 atm of DT in Fig. 2(c). The shell thickness was 20 �m.
The shell was irradiated by a square pulse, whose dura-
tion time was 1 ns in Figs. 1(a) and 1(b) and 0.4 ns in
Fig. 2(c). The results of FP and SH with f � 0:07 in
Figs. 2(a) and 2(b) show good agreement with the experi-
mental results, better than for the typical value of f �
0:06. The reduced measured burn history is believed to be
caused by the shell-fuel mix during the deceleration
phase due to the Rayleigh-Taylor (RT) instability [23].
The results in Figs. 2(a) and 2(b) are consistent with those
shown in Fig. 1(a), where the FP calculation gives hfi �
0:075. For the case of a 400-ps square-pulse in Fig. 2(c),
the experimental neutron burn history lies between the
FP result and the SH with f � 0:08. In this case, hfi was
found to be 0.087, which is larger than 0.075 for the 1-ns
duration pulse in Figs. 2(a) and 2(b), indicating that a
larger flux-inhibition factor is needed when the pulse
duration is shorter. This is also consistent with the fact
that a larger flux-inhibition factor is needed to match the
flux-limited SH flux to FP early in the pulse, as shown in
Fig. 1(a). In all of the cases shown in Figs. 2(a)–2(c), FP
gives neutron temporal profiles about 50 ps ahead of these
experiments, which is within the experimental error bar.
We surmise that a stricter treatment of S0 and  in Eq. (2)
might reduce this discrepancy.

Next, we show effects of the time dependence of f on
the absorption and the stability of the shell during the 1-
ns square-pulse implosion. The fact that FP gives a larger
thermal flux than SH with f � 0:07, as shown in Fig. 1(a),
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results in a larger electron density scale length Ln �
ne=�@ne=@x� at the critical surface as seen in Fig. 3. The
larger Ln produces a larger absorption fraction by inverse
bremsstrahlung, whereas Te calculated by FP and SH with
f � 0:07 in Fig. 3 are close. In Fig. 4 we show the
temporal evolution of the laser absorption calculated by
FP and by SH with f � 0:07 and 0.06. The laser power
absorption calculated by FP is larger early in the pulse,
while later in the pulse, FP gives a lower laser absorption
than SH with f � 0:07. The total absorption fraction is
0.83 for FP and 0.76 and 0.68 for SH with f of 0.07 and
0.06, respectively. FP gives a larger laser absorption
fraction than that of the SH with f � 0:07 and 0.06 by
about 7% and 15%, respectively.

The effect of the FP transport on the growth of the RT
instability in the acceleration phase was investigated us-
ing the Betti-Goncharov formula [23]. The averaged abla-
tion density h#ai and the averaged mass ablation rate h _mmi
are 3:3 g=cm3 and 1:35 
 106 g=cm2s for FP and
095003-3



FIG. 4. Absorbed laser power calculated by FP and SH of
f � 0:07 and 0.06. As a reference, the incidental power is also
shown.
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3:9 g=cm3 and 1:53
 106 g=cm2s for SH with f � 0:07.
Here, FP gives h#ai and h _mmi about 15% lower than that for
SH. The averaged minimum density-gradient scale length
hLmi is 1:47 �m for FP and 1:06 �m for SH. The fast
electrons resulting from nonlocal heat flow contributes
partly to the increase of hLmi. However, the increase of
isentrope by shock wave and radiation [24] is more ef-
fective in the current condition for the CH target. The
difference of the temporal dependence of the electron
heat flux between FP and SH leads to different time
evolution of the density scale length at the ablation front,
resulting in a larger value in FP calculation. The larger
hLmi in FP leads to stabilization of the growth of the
Rayleigh-Taylor instability of short-wavelength pertur-
bations during the acceleration phase. The obtained $
and % in the Betti-Goncharov formula [23] are 0.90 and
1.5, which are almost the same for both FP and SH. The
resultant e foldings of the RT growth are 6.1 for FP and
7.5 for SH. This lowering of RT growth due to nonlocal
transport was also confirmed by the experiments [25] for
the 0:53-�m-wavelength laser.

In conclusion, we found that the flux inhibition for the
square-pulse CH implosion is time dependent. The FP
calculation yielded the thermal flux at the critical surface
early in the pulse larger than that in the flux-limited SH
with a constant flux limiter equivalent to the average
value calculated from the FP calculation. Neutron burn
histories calculated by FP agree well for experiments
with different laser pulse durations, indicating the need
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for a larger fiux limiter in SH calculation at the short
pulse duration. The increase in the density scale length at
the critical surface shown by FP calculation increases
laser absorption. The increased scale length at the ablation
region tends to slightly stabilize the Rayleigh-Taylor
growth for short-wavelength perturbations.
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