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Arresting Wave Collapse by Wave Self-Rectification
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We put forward a mechanism for tailoring, and even arresting, the collapse of wave packets in
nonlinear media, whose dynamics is governed by nonlocal two-dimensional nonlinear Schrödinger-
like equations. The key ingredient of the scheme is the self-generation of nonlocal nonlinearities
mediated by wave rectification.
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quasistationary propagation [15]. Such a mechanism has
been suggested recently to arrest the collapse in Bose- @x2
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The exploding interest taken by the study of the
nonlinear Schrödinger equation (NLSE) in the past
decades highlights its general features and its applicabil-
ity in almost all branches of physics [1]. The �1� 1�-
dimensional version of the NLSE is an integrable model
and possesses both single soliton and multisoliton solu-
tions. On the contrary, the higher-dimensional NLSE,
i.e., the �2� 1�-dimensional and the �3� 1�-dimensional
models, are no longer integrable. However, they possess
stationary solutions, which are unstable on propagation.
Maybe the most fascinating issue related to the higher-
dimensional NLSE is that, for a wide range of initial
conditions, the system evolution shows collapse [2].
Collapse was theoretically predicted for the �2� 1�-
dimensional NLSE back in the 1960s [3]. Although close
to the point of collapse, the NLSE fails to describe
correctly the evolution since some of the assumptions
made in its derivation are violated [4], the initial stages
of the propagation keep signatures of the collapsing effect
that can be experimentally observed. In particular, fila-
mentation of light beams was observed indeed in the
early days of nonlinear optics [5], and important mathe-
matical and numerical effort was developed to understand
the origin of this effect in both �2� 1�- and �3�
1�-dimensional versions of NLSE [6–8]. Other physical
systems described by NLSE-like models, such as Bose-
Einstein condensates, might suffer collapse also. An in-
direct evidence of such a phenomenon is the appearance
of a violent burst of cold atoms, an effect which was thus
termed Bosenova, that was observed in 85Rb condensates
when the interaction between atoms is attractive [9,10].

Therefore, an important challenge in nonlinear science
is to find out mechanisms arresting the collapse in NLSE
models. In more general models which include higher
order effects as well as nonparaxial corrections, it has
been shown that, under specific conditions, the collapse is
arrested [11–13]. Recently it was shown numerically that
the use of structures with periodic nonlinearities (or
tandems [14]), consisting of self-focusing and defocusing
layers can arrest collapse and lead to �2� 1�-dimensional
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Einstein condensates when the interactions periodically
vary between repulsive and attractive by using fast-
oscillating Feshbach resonances [16]. Another potential
approach is the use of nonlocal nonlinearities. In nematic
liquid crystals, nonlocal cubic nonlinearities can lead to
the formation of spatial solitons [17], whereas in Bose-
Einstein condensates specific types of nonlocal attractive
interactions were shown to arrest the collapse [18].

Quadratic nonlinearities are known to be collapse-free,
a feature based on the existence of families of stable
solitons in both two-dimensional and three-dimensional
geometries in nearly phase-matched frequency-
conversion processes, including the case of competing
quadratic and cubic nonlinearities [19,20]. However, light
beams in quadratic nonlinear media interact also with
themselves via cascaded optical rectification (OR) [the
polarization at the zero frequency is produced by P�! �
0� � ��2��0;�!;!�A�A] and the electro-optic (EO) ef-
fect. Such self-action can be employed to induce nonlocal
nonlinearities, a possibility which opens the door to a
new mechanism for the control of light waves [21–25]. In
this Letter, we show that under appropriate conditions
such a mechanism greatly enhances the threshold inten-
sity that yields collapse induced by self-focusing cubic
nonlinearities.

Let the coordinate axes �x; y; z� coincide with the crys-
tal optical axes �a; b; c� of a noncentrosymmetric crystal
with quadratic and cubic nonlinearities, so that fx k c;
y k a; z k bg, under conditions of largely mismatched fre-
quency-conversion processes. The direction of light
propagation is z and the beam is linearly polarized along
x. Under such circumstances, for materials with point
group symmetry mm2, such as potassium titanyl phos-
phate (KTP) and potassium niobate (KNbO3), the nor-
malized evolution equations in the slowly varying
envelope approximation are written [25]
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where U is the normalized amplitude of the envelope of
the optical beam Ax (U � Ax=A0) and V is the normalized
rectified, or static, field Ex (V � Ex=E0). Materials with
other point group symmetries fulfill equations similar to
Eqs. (1) and (2). The transverse coordinates x and y are
normalized to the beam width �, and z is the longitudinal
coordinate normalized to twice the diffraction length,
which is written Ld � k0n3�

2=2. Here k0 is the wave
number in vacuum and n3 is the refractive index at fre-
quency ! for x-polarized beams. If one makes use of � �
�n83r

2
333=4�=��33 � 2�, � � n43r333, and � � 3=4��3�

3333,
where r333 is the electro-optic coefficient, ��3�

3333 is the
third order nonlinear coefficient, and �33 is the static
dielectric constant, one finds that the fields A0 and E0

are given by

A2
0 �

�n3
2 Ld��� ��
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�
4�33

�n3
2 Ld��� ��
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where � is the wavelength of the radiation. Evolution
equations (1) and (2) are characterized by two parame-
ters: the coupling constant � � �2=�4�33��� ��, which
comes from the combined OR and EO effects, and the
asymmetry parameter � � �11=�33, which comes from
the anisotropy of the material. In order to grasp the value
of the different parameters involved, let us consider a
laser beam at � ’ 1 �m propagating in KNbO3. One
has n3 � 2:1194, �11 � 37, �33 � 24, r333 � 30:5 pm=V,
and ��3�

3333 ’ 45� 10�22 m2=V2 [22]. For a beamwidth
� ’ 20 �m, we have Ld � 2:5 mm, � ’ 0:5, and � ’
1:5. Then jUj2 ’ 1 corresponds to an intensity of
’ 5 GW=cm2 and jVj ’ 1 corresponds to ’ 1 kV=cm.

Equations (1) and (2) are of a Davey-Stewartson (DS)
type [26], and arise in different physical settings. DS
equations can support solutions that collapse at a finite
distance [27] and, for certain coefficients, they are com-
pletely integrable. Under general conditions in a quadratic
crystal, integrability corresponds to fixed relations be-
tween the material parameters [28]. Equations (1) and (2)
would be integrable when � � 2, � � �1, conditions that
in our case cannot be fulfilled (� > 0).

When the nonlinear polarization induced by the com-
bined OR and EO effects (� � 0) is neglected, Eqs. (1)
and (2) decouple, thus Eq. (1) becomes the �2� 1�-
dimensional NLSE. Its stationary solutions have a con-
stant power I � 5:85 [29], where I �

RR
jUj2dx dy. For a

given initial beam profile U�x; y; z � 0�, the beam evolu-
tion described by the �2� 1�-dimensional NLSE either
shows diffraction if the power is below a critical power, or
it shows blowup in a finite distance if the power is higher
than the critical value. The power of the stationary solu-
tion is a lower bound for the critical power for blowup
[12]. When � � 0, Eqs. (1) and (2) are coupled and the
refractive index change due to the presence of a static field
is given in normalized units by �n � jUj2 � �V.
Contrary to the case of the NLSE, the nonlinearity due
to OR and EO effects is nonlocal, since the refractive
index change �n at the position �x; y� depends on the
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shape of the whole beam through Eq. (2). Since the effect
of the rectified field is to modify the nonlinearly induced
refractive index change [25,30], we expect that the cou-
pling of rectified and optical fields can drastically affect
the evolution dynamics for blowup. To elucidate the actual
wave evolution, we solved numerically the coupled equa-
tions (1) and (2). At each propagation step z, we first
calculate the rectified field V for a given optical beam
profile U�x; y; z�, by solving Eq. (2). Thereafter we solve
Eq. (1) for the optical field with a standard split-step beam
propagation method algorithm whereas the static field
is obtained from Eq. (2): V�x; y� � F�1fk2x=�k2x �
�k2y�F �jUj2�g; F and F�1 being the direct and inverse
Fourier transforms and kx;y the Fourier frequencies in
directions x and y.

For the sake of simplicity, we discuss here only the
evolution of beams with an initial Gaussian beam profile
U�x; y; z � 0� � �2I=� wxwy�

1=2 exp��x2=w2
x � y2=w2

y�.
Notwithstanding, we have made simulations with other
kinds of initial beam profiles and we have verified that our
main conclusions hold for more general input beams. Let
us consider a symmetric input beam (wx � wy � 1) with
power I � 10, which is above the critical power for
blowup of input Gaussian beams whose evolution is de-
scribed by the �2� 1�-dimensional NLSE. Figures 1(a)
and 1(b) show the evolution of the peak amplitude of the
beam for different values of the coupling constant � when
the asymmetry parameter � is kept fixed. The curves for
� � 0 correspond to the evolution described by the �2�
1�-dimensional NLSE. In all cases, we notice that, when
the defocusing effect due to the coupling between the
rectified and optical fields is strong enough, by increasing
the parameter �, the blowup of the beam can be arrested,
and this turns out to be the case for all the values of �
considered. For a given value of �, there is a critical value
of �, above which one has collapse-free propagation. For
small values of �, the blowup, although still present, is
slowed down when compared to the case when the effect
of the rectified field is neglected (� � 0). Thus, for a
given input power, there exists a border in the parameter
plane ��; �� that separates the collapsing and the no-
collapsing regimes for symmetric Gaussian input beams
[see Fig. 1(c)]. The effect of � is to modify the rectified
field generated for a given optical beam shape, which is a
direct result of the nonlocal nature of the nonlinearity
induced by the combined OR and EO effects. For com-
pleteness, we have also determined the threshold collapse
power Ith as a function of � for a fixed value of the
asymmetry parameter � � 1:5. Notice that at large values
of �, e.g., � � 2, the threshold intensity is more than 3
times larger than the corresponding NLSE critical power
[see Fig. 1(d)]. We have also simulated the cases when the
initial power is below the critical power for collapse (I <
5:85). In this case, the presence of the rectified electric
field enhances the diffraction of the beam. In all
cases investigated here, we always found either collapse
or diffraction, with no oscillatory evolution towards a
063904-2



FIG. 1. (a),(b) Evolution of the peak amplitude (normalized
to the peak amplitude of the input beam) of the optical beam
for two representative values of �. Dotted line: evolution
described by the �2� 1�-dimensional NLSE (� � 0). The in-
sets in (a) show the optical intensity beam profile at z � 0 and
z � 5 for � � 1, whereas the inset in (b) shows the normalized
refractive index change �n along the x and y axes for � � 1:5.
Solid and dashed lines: refractive index change along the x and
y axes, respectively. (c) Border between the collapse and the
no-collapse regions in the ��; �� plane. (d) Threshold collapse
power as a function of � for a fixed �. In all cases, Gaussian
beams withwx � wy � 1 were considered and in panels (a)–(c)
we set I � 10.

FIG. 2. (a) Evolution of the peak amplitude of the optical
beam (normalized to the peak amplitude of the input beam) for
different ellipticities. (b) Normalized refractive index change at
the center of the beam at z � 0 for several input beams with
different beam ellipticities. (c) Snapshots of the beam profile
corresponding to the points A through D in Fig. 3(a). Beam
parameters: � � 1:5, � � 0:5, I � 10.
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stationary state, an indication that the system does not
possess attractor stable solutions. Moreover, in most of
the cases, we have seen an enhancement of the peak
amplitude of the field in the first stages of propagation,
a feature also observed for the elliptic Gaussian input
beams [31].

One important feature observed in the simulations is
that the initially symmetric beam turns into an elliptical
one, as shown in the insets of Fig. 1(a) for � � 0:5 and
� � 1. Equation (2) is equivalent to the equation that
describes the static electric field distribution generated
by an equivalent normalized charge density source
@2jUj2=@x2, which does not hold the symmetry of the
optical field. Therefore, the induced refractive index
change is not symmetric although the optical field might
be. In the inset of Fig. 1(b), we show the typical normal-
ized refractive index change at z � 0 for a noncollapsing
regime (� � 1:5), along both x and y axes. Similar fea-
tures are observed in a collapsing regime (� � 0:5).
Notice that the refractive index change curve is narrower
along the y direction, so that focusing is stronger along
the y direction than along the x direction, which explains
the stronger focusing effect along the y direction, the
direction perpendicular to the polarization of the optical
beam.
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The effect of the nonlinearity (i.e., the refractive index
change self-induced) depends on the shape of the whole
beam, so the evolution of the optical beam can be tailored
by controlling the ellipticity (e) of the input beam [31],
which we define as e � log�wx=wy�. We have investigated
the evolution of nonsymmetric, i.e., elliptical input
beams. We take � � 0:5 and � � 1:5, typical values cor-
responding to the propagation of focused beams in
KNbO3. Figure 2(a) shows comparatively the evolution
of an elliptical beam for several values of the input beam
ellipticity. The power is kept fixed (I � 10) in all cases.
The presence of the rectified field cannot arrest blowup of
the initially circular beam. For an initially highly ellip-
tical beam, the blowup is arrested and the beam trans-
forms to a nearly circular beam during evolution, as
shown in the panels of Fig. 2(c) for a beam with e �
�0:477 (wx:wy � 1:3). In order to gain a deeper insight
into the effect of the presence of the rectified field, we
show in Fig. 2(b) the normalized refractive index change
induced (�n) at the center of the beam as a function of the
ellipticity of the input beam. The main conclusion from
Fig. 2(b) is that for highly elliptical input beams, focused
along the direction (x) parallel to the polarization of
the optical field, the combined OR and EO effects reduce
the amount of refractive index change induced by the
nonlinearity, therefore the blowup of the beam can be
arrested [22]. This dependence of the nonlinear effects
on the shape of the optical beam has been proposed
as a mechanism to induce tunable competing nonlineari-
ties [32].

Panels (a) and (b) of Fig. 3 show the peak amplitude
and the beamwidth in the x and y directions of the beam
after four diffraction lengths (z � 2) for different values
of the ellipticity of the input beam for the case with
� � 1:5 and � � 0:5. As the input ellipticity grows,
Fig. 3 shows that the peak amplitude of the output beam
063904-3



FIG. 3. Peak amplitude (a) and beamwidth in the x and y
directions (b) (normalized to their input values) at z � 2,
versus beam ellipticity. Open triangles: width in the x
direction; open circles: width in the y direction. (c) Critical
collapse power versus beam ellipticity. Dashed line: �2� 1�-
dimensional NLSE case. Parameters: � � 1:5, � � 0:5, I � 10.
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decreases while at the same time the beam width in-
creases, which is a signature of the transition of the
regime where the collapsing effect dominates for nearly
symmetric beams to the regime where propagation is
collapse-free and diffraction dominates for highly ellip-
tical beams. In panel (c) of Fig. 3, we plot the threshold
collapse power for Gaussian-shaped input beams versus
the beam ellipticity for the same crystal parameters as
above. The comparison with the NLSE case [the dashed
curve in this panel, calculated as per Eq. (9) in Ref. [31] ]
shows that the threshold collapse power can be made
considerably larger (up to 40%) by means of competing
EO and OR effects. However, for crystals with larger
coupling parameters �, this collapse threshold can be
much higher [see Fig. 1(d)].

In conclusion, we have shown that the interaction of
beams with self-generated static fields can drastically
impact the beam dynamical evolution. In particular,
we found that the refractive index change induced via
combined optical rectification and electro-optic effects
mediated by quadratic nonlinearities can even suppress
the otherwise violent collapse induced by the intrinsic
cubic nonlinearities. The process described holds directly
for light beams but we advance that analogous effects
might also occur in atomic-molecular Bose-Einstein
condensates.
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