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Interactions with the macroscopic specimen surface can profoundly modify phase-separation
processes. This has previously been observed in liquids and polymer films and is theoretically described
by the theory of surface-directed spinodal decomposition (SDSD). Here we report first observations of
SDSD in a metallic alloy on a macroscopic scale. The influence of the surface leads to the development
of concentric domains extending over the whole 10 mm thick cylindrical steel specimen, due to long-
range interactions via elastic stresses and long-range diffusion of the interstitial elements nitrogen and
carbon.
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TABLE I. Chemical composition of the tested steel.

N (wt %) C (wt %) Cr (wt %) Mn (wt %) Mo (wt %) Fe

0.30 0.15 16 10 2 Balance

limit.
By a rapid change of system parameters (e.g., tempera-
ture, pressure) a multicomponent mixture can be brought
from the one-phase region into a homogeneous initial
state which is thermodynamically unstable. The system
then undergoes phase separation and the late stages of this
process are characterized by the coarsening of single-
phase domains [1]. In the presence of a surface, the phase-
separation process may be modified due to the wetting
tendency of the surface by one of the phases [1–5]. This
results in the formation of anisotropic surface-directed
concentration waves which form a layered structure par-
allel to the surface. This effect has attracted much ex-
perimental and theoretical interest and has been referred
to as surface-directed spinodal decomposition (SDSD)
[1–5]. However, we should stress that the usage of the
term ‘‘spinodal decomposition’’ in this context also in-
cludes the possibility of phase separation via nucleation
and growth [1,6]. The primary interest here is the asymp-
totic nature of domain growth, where the distinction
between the two routes to phase separation is not physi-
cally relevant. Earlier experiments on this problem have
focused on polymer and fluid mixtures [2,3]. In this
Letter, we present the first experimental observation of
SDSD in solid mixtures, i.e., commercial steels.

The precipitation of ferrite (�, bcc) in an austenitic (�,
fcc) stainless steel at 1325 �C was studied. Table I shows
the composition of the investigated alloy. The steel con-
tained the interstitial alloying elements nitrogen (N) and
carbon (C), which strongly stabilize the austenitic struc-
ture. The substitutional alloying elements, chromium (Cr)
and molybdenum (Mo), are ferrite-stabilizing elements.
However, the effect of the alloying element manganese
(Mn) depends on the composition. Usually, Mn is con-
sidered to stabilize austenite, but especially in nitrogen-
alloyed steels, at high concentrations of more than
approximately 10%, Mn acts as a ferrite former [7]. The
Mn content of the investigated steel is equivalent to this
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In order to obtain a single-phase austenitic structure,
the steel was solution annealed at 1100 �C (see Fig. 1) for
1 h and quenched in water. Then cylindrical samples of
diameter 10 mm were sealed under vacuum in silica
ampoules to ensure a well-defined, nonoxidizing atmo-
sphere during the subsequent heat treatment at 1325 �C.
After rapid heating and annealing for 6, 12, 24, and 48 h
in the two-phase region �� �, the samples were again
quenched in water. The resulting structures (Fig. 2) show a
sample-shape dependent macroscopic decomposition per-
pendicular to the surface. The homogeneous initial struc-
ture (0 h, only solution treated) consists of fine grains of
austenite. In the second sample (6 h), a rather fine-grained
two-phase �� � domain in the center is surrounded by
successive layers of coarse grains of austenite (�) and
ferrite (�). After 12 h of annealing, the outermost layer
consisting of ferrite has propagated into the bulk and the
central �� � region has vanished. The corresponding
picture for 48 h illustrates the further growth of the
�-wetting layer (see also Fig. 4).

From wavelength-dispersive x-ray measurements, the
N and C contents of the austenitic domain were found to
be 1.6 times higher than the corresponding values for the
ferritic layer. Using energy-dispersive x-ray analysis, it
was observed that the austenitic phase contained 1.5 times
more Mn than the ferritic region. Regarding the inves-
tigated steel, Mn obviously stabilizes the austenitic struc-
ture in the center of the samples. In contrast with Mn,
other substitutional elements such as Cr and Mo did not
show any concentration variations. The measured compo-
sition of the different phases differs strongly from the
calculated bulk equilibrium ratios for �:� [8] (4:1 for N
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FIG. 2. Sample-shape dependent structure of cylindrical steel
samples for different annealing times: 0 h (only solution
treated), 6, 12, and 48 h. The annealing temperature was
1325 �C. The ferrite phase is �, and the austenite phase is �.

FIG. 1. Temperature against weight of nitrogen � carbon.
Phase diagram of the multicomponent system for wN:wC �
2:1, calculated using the program THERMO-CALC [8]. Phase
domains are shown for L, liquid; �, ferrite; �, austenite; �,
Cr2N. The vertical line indicates the composition of the tested
steel. The specified temperatures are as follows: �, solution
treatment at 1100 �C; �, annealing at 1325 �C.
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and C, 1.1:1 for Mn, 1:1.1 for Cr, 1:1.3 for Mo). We
repeated the experiment with a steel having a composi-
tion slightly different from the one given in Table I (1.1%
copper added), and this gave results very similar to those
described above.

The results in Fig. 2 constitute a realization of SDSD
in the context of solid mixtures, where diffusion drives
segregation. Essentially, there are two reasons why the
ferrite phase (�) is preferentially attracted to the open
surface, viz., the atmosphere in the silica ampoules, and
the stress caused by the phase transformation �! �.
First, during the heat treatment at 1325 �C, some of the
interstitial N atoms leave the solid steel sample and form
nitrogen gas (N2). Because of the hermetically sealed
atmosphere in the silica ampoule, the rising N2 pressure
will soon prevent further evaporation. An estimation us-
ing the saturation pressure of nitrogen in the ampoule
indicates a negligible nitrogen loss in the specimen.
Nevertheless, the ambient N2 pressure pins the N content
in the surface regions to its equilibrium value in the �
phase. The second important factor is the rather large
volume expansion (9%), which accompanies the trans-
formation of austenite (fcc) into ferrite (bcc). The dilation
of the ferritic wetting layer results in stresses, building up
a long-ranged elastic field which makes it energetically
advantageous for the ferrite structure to be at the outer
boundary.

The following numerical simulation in d � 2 clarifies
the analogy between the structural evolution in Fig. 2 and
the late stages of SDSD with a long-ranged surface field.
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The simulation is based on the standard Cahn-Hilliard-
Cook equation for a binary (AB) mixture [4,9–11] in
polar coordinates (R;	):
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The rescaled order parameter  �R;	; �� differentiates
between the A-rich and the B-rich phases, where  �
�1 and �1, respectively. It is a function of dimensionless
space �R;	� and time �. The space variable is rescaled by
the bulk correlation length ‘b � �1� T=Tc�

�1=2, where T
is the quench temperature and Tc is the critical tempera-
ture [4]. In Eq. (1), ~�� � ��R; �	� is a Gaussian random
current, and ~JJ denotes the current or flux which drives the
order-parameter evolution. The surface potential V�R� on
the preferred component of the mixture is described by a
power law: V�R� � h1�R0 � R��n for R0 � R > 1, and
V�R� � h1 for R0 � R � 1, where R0 is the system radius.
The exponent n depends on the interaction range, with
n � 1 being appropriate in the context of long-ranged
strain fields [1]. Equation (1) is supplemented by two
boundary conditions at the surface (R � R0):
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FIG. 4. Ratio of the thickness of the wetting layer to the
system radius, LW=R0 (%), as a function of time t (h). The filled
circles show experimental values for the investigated steel
samples, and the solid line was obtained from the simulation
depicted in Fig. 3. The numerically observed (nondimensional)
time � � t=t0 was multiplied by t0 � 26:4 s to fit the experi-
mental data.

FIG. 3. Evolution pictures obtained from a simulation of
Eqs. (1)–(3), at four dimensionless times. Details of the simu-
lation are provided in the text. Lattice sites with  < 0 are
unmarked, and lattice sites with   0 are marked in black.
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The boundary condition in Eq. (2) rapidly drives the order
parameter at the surface to its equilibrium value, and
Eq. (3) is the no-flux condition for the radial current.
The parameters g and � are related to the bulk correlation
length [4]. A lower limit on R (say, Rm) is necessary to
avoid the singularity at R � 0 in the Laplacian, which is
r2 � �@2 =@R2� � �1=R��@ =@R� � �1=R2��@2 =@	2�
in polar coordinates (R;	). This small R cutoff is treated
in the following way in the simulations: the neighbor of a
point at (Rm;	) is the point at (Rm;	�  ). Figure 3
shows evolution pictures obtained from a simulation of
Eqs. (1)–(3), and these are analogous to the experimental
snapshots shown in Fig. 2. The parameter values in our
simulation were g � �4 and � � 4. The surface field was
characterized by the field strength h1 � 8 and the expo-
nent n � 1. The discretization mesh sizes in space and
time were ��R � 1;�	 �  =25� and �� � 0:005, re-
spectively. The lattice size was fixed as R0 � 100, and
we set Rm � 4. The initial condition for the evolution
consisted of random small-amplitude fluctuations about
an average value of  0 � �0:2. The phase with  > 0
wets the surface, so the wetting component is the minor-
ity phase in our simulations. This is in accordance with
our experimental system, whose phase diagram is shown
in Fig. 1. The morphological evolution in Fig. 2 (or Fig. 3)
can be quantified by examining the growth dynamics of
the wetting layer. Figure 4 shows the time dependence of
the wetting-layer thickness, LW , in our experiments (de-
noted as filled circles) and simulations (denoted as a solid
line). To facilitate comparison, the wetting-layer thick-
ness was normalized by the system radius, 5 mm (steel
sample) and 100 (simulation lattice, nondimensional),
respectively. The (nondimensional) time � � t=t0 from
the simulation data was multiplied by a diffusion time
t0 � 26:4 s in order to fit the real time t from the experi-
mental data. The growth of the ferritic wetting layer
exhibits the same features as the numerical result, start-
ing with rapid initial growth and finally reaching a pla-
teau. There are additional physical effects, not accounted
for in our simulation, which can affect phase-separation
kinetics in our experimental system and cause quantita-
tive deviations between the calculated and measured data.
Nevertheless, comparing the experimental (Fig. 2) and
numerical (Fig. 3) results, the qualitative similarity of the
structural evolution becomes obvious. In both cases, the
propagating wetting layer finally dominates over domain
growth in the bulk.

Further influences on the decomposition behavior in
our experiments need to be discussed with regard to the
role of the alloying elements. For instance, both external
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and internal stresses affect phase separation. Stress not
only influences the thermodynamic equilibrium via the
contribution of elastic energy to the overall free energy,
but also changes the diffusion kinetics. Furthermore, the
long-range nature of elastic forces results in nonlocal
effects in the diffusion equation [12]. The effect of stress
on spinodal decomposition has been the topic of various
015701-3
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studies (for recent reviews, see [1,13]). Recently, Johnson
[14] discussed the interplay of external stress and com-
positional strain. He modeled spinodal decomposition
in a small radially stressed sphere, and obtained a mi-
crostructure consisting of a series of concentric layers.
Experiments on hydrogen-metal systems by Tretkowski
et al. [15] studied a very interesting related phenomenon.
A spatially varying interstitial concentration caused a
varying lattice expansion which led to coherency stresses.
These stresses provoked macroscopic decomposition
modes which depended on the boundary conditions, e.g.,
the shape of the crystal. Zabel and Peisl [16] investigated
the sample-shape-dependent coherent $-$0 phase transi-
tion of hydrogen (H) in niobium (Nb) for different ge-
ometries. They used wires of diameter 1.2 mm, which
showed a structure very similar to the one observed in our
experiments with cylindrical steel samples of diameter
10 mm. The $0 phase was located in the core, and sur-
rounded by the $ phase at the cylinder wall. Furthermore,
it was suggested that for all geometries, wetting behavior
may be superimposed on the coherent spinodal decom-
position. In the context of our experiment on steel, the
interstitials N and C take the place of H in Nb. Both
elements strongly dilate the lattice, with nitrogen causing
a higher lattice dilation than carbon [17]. In compari-
son with the interstitials, the dilation due to the substitu-
tional elements Cr, Mn, and Mo is rather small. As we
have mentioned before, the transformation of ferrite into
austenite is incoherent. Nevertheless, stresses play a cru-
cial role in our investigation because both coherent and
incoherent decomposition interfere with each other, re-
sulting in the observed structure.

It is also relevant to examine the effects of thermal
transport in our experiments. A simple estimate using the
independently measured thermal diffusivity of the mate-
rial (5:4� 10�6 m2=s at 1325 �C) shows that temperature
gradients over the radius of the specimen disappear in
seconds. Thus, the thermalization time is orders of mag-
nitude smaller than our annealing times (6–48 h), and
thermal transport is not likely to play an important role in
the phase-separation process.

Finally, the macroscopic nature of the decomposition
phenomenon, which can easily be seen with the naked eye
(Fig. 2), is intimately related to the role of interstitial
atoms. Indeed, the very large scale of phase separation
requires diffusion lengths of the same order of magnitude
as the sample dimension of 10 mm. This condition can be
met by the interstitial elements (N, C). In spite of the high
annealing temperature (1325 �C) and the long annealing
times (up to 2 d), it is less obvious why the substitutional
element Mn shows some concentration variations and,
therefore, also a diffusion length in the mm range. Mn
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and interstitials (N, C) attract each other, N having a
stronger interaction with Mn than C [18]. Since other
elements such as Cr and Mo remain uniformly distrib-
uted, it may be postulated that there exists a fast diffusion
path for Mn, possibly involving vacancies and/or inter-
stitial complexes with Mn atoms.

In conclusion, we have presented the first experimental
study of surface-directed spinodal decomposition in solid
mixtures, viz., stainless steel alloyed with N and C. We
find that our experiments are in a qualitative agreement
with a model for SDSD adapted to cylindrical geometry.
Our investigations highlight the importance of the speci-
men shape and surface for the phase-separation process,
even in macroscopic solid alloys, when both the range of
interaction and the diffusion lengths are sufficiently
large. In the present example, this is realized by elastic
strain interactions and interstitial diffusion.
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