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Diffusion-Corrected Simultaneous Multilayer Growth Model

Qiang Fu and Thomas Wagner*
Max-Planck-Institut für Metallforschung, Heisenbergstrasse 3, D-70569 Stuttgart, Germany

(Received 28 October 2002; published 14 March 2003)
106105-1
A diffusion-corrected simultaneous multilayer (DCSM) model was developed, taking into account
up-step and down-step diffusion of adatoms and enabling rapid identification of different film growth
modes. This DCSM model was applied to the initial growth of Cr on (100) SrTiO3 and (0001) �-Al2O3

surfaces, monitoring the deposition process by in situ Auger electron spectroscopy. We conclude with
general remarks on the usefulness of the DCSM model for exploiting solid state wetting processes of
thin metal films on different substrates.
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on the SM model developed by Barthès et al. [7,16], and
allows different growth modes to be distinguished. The

ing on any layer have an identical probability of diffus-
ing farther away to other layers. Under this assumption,
Various surface science techniques can be applied to
study the growth modes of thin films. For example, low-
energy ion scattering (LEIS) and scanning probe micros-
copy techniques have been used in a variety of studies
allowing a direct determination of the growth mode
[1–6]. Because of its simplicity, Auger electron spectros-
copy (AES) is still widely recognized as an effective and
popular tool for the determination of growth modes.
Until now, most of the investigations concerning the
determination of film growth modes are conducted by
AES (e.g., [7,8]). To extract the growth mode from the
AES curves, one generally follows a procedure described
by Rhead et al. [9], which allows one to distinguish
between the Frank–van der Merwe (FM), Stranski-
Krastanov (SK), Volmer-Weber (VW), and simultaneous
multilayer (SM) growth modes. In case of FM growth
characteristic breaks are present in the intensity-
thickness curves, whereas in case of SK growth a single
break is expected. In contrast, the curves for VW or SM
growth are nonlinear or exponential (compare Figs. 1 and
2 in [9]). The scattering of the experimental data, a
limited number of data points, and a weak attenuation
of the AES signals makes it sometimes hard to detect the
characteristic breaks for the FM growth mode. Fur-
thermore, for a variety of systems, e.g., metal/oxide
systems, the perfect layer-by-layer mode is almost un-
expected [10,11]. An analysis of such nonlinear AES
intensity-thickness curves with existing growth models
does not provide sufficiently accurate information about
the initial growth stages.

Most of the existing models are based on that devel-
oped by Gallon [12]. Different approaches [2,13–15] were
employed to extract the coverage of every layer, which in
fact is the essential difference between the different
growth modes (FM, SK, VW, SM, etc.). In the present
paper, we introduce a new growth model, the diffusion-
corrected simultaneous multilayer (DSCM) model,
which enables quantitative interpretation of spectroscopic
data as a function of thickness. The DCSM model is based
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main difference between the SM and DCSM models is the
treatment of diffusion of adatoms between different
layers. In this paper, we will apply the model to quanti-
tatively interpret AES intensity-thickness data for the
growth of Cr on single crystal (100) SrTiO3 and (0001)
�-Al2O3 surfaces. STM results are presented for compari-
son with AES data.

Depending on the material system and the growth
conditions, adatoms impinging on the surface can be
involved in down-step or up-step diffusion. If the im-
pinging atoms stick only to the location on which they
originally land, the adsorbate layer will develop in a
statistic manner, which is described by the SM growth
mode. Generally, an increase in growth temperature
changes the diffusion behavior of adatoms between dif-
ferent layers (down-step and up-step), which affects the
coverage of every individual layer. In the case of the FM
mode, for example, down-step diffusion of adatoms is
essential. In contrast, the VW growth mode is accompa-
nied by up-step diffusion of adatoms (e.g., [17,18]).

In the case of the SM growth mode, the growth rate
(change of coverage with time) of any particular nth layer
will be proportional to the flux J of sticking adatoms and
to the difference of coverage �n�1 � �n between the
neighboring layers [7,16]:

d�n
dt

� J��n�1 � �n�: (1)

However, if we consider the diffusion of adatoms
between different layers, the growth rate has to be modi-
fied. For any given layer, diffusion has two effects on its
growth rate: Atoms, that impinge onto the specific layer
and diffuse to other layers, will decrease the growth rate
of this specific layer; in contrast, atoms diffusing onto a
definite layer from the adjacent layers result in an increase
in the growth rate of this specific layer. In reality, a single
adatom has the largest probability of diffusing onto the
first adjacent layer. However, to simplify the description,
we have made the approximation that adatoms imping-
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FIG. 1. Coverage �1; �2; . . . ; �20 of the first 20 layers (first
layer to 20th layer from left to right) as a function of the total
dose of adatoms as calculated from different diffusion-
corrected coefficients f in the DCSM model. (a) f � 1, layer-
like mode; (b) f � �1, islandlike mode.
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the equations for down-step and up-step diffusion are
derived.

Down-step diffusion.—The decrease of the coverage
of the nth layer is proportional to the amount of atoms
J��n�1 � �n�dt impinging on the nth layer. Furthermore,
the decrease must be proportional to the uncovered area
1� �n�1 below the nth layer where the atoms can diffuse
away. The increase of the coverage is proportional to the
amount of atoms J�ndt impinging onto the layers above
the nth layer and to the uncovered area �n�1 � �n of the
nth layer. For down-step diffusion, the change of coverage
with time can therefore be written as J�n��n�1 � �n� �
J��n�1 � �n��1� �n�1�.

Up-step diffusion.—The decrease of the coverage of
the nth layer is proportional to the amount of atoms
impinging onto the nth layer J��n�1 � �n�dt and to the
uncovered region �n above the nth layer. The increase of
the coverage of the nth layer is proportional to the number
of atoms impinging onto the layers below the nth layer,
J�1� �n�1�dt, and to the vacant sites on the nth layer
�n�1 � �n. In analogy to the case of down-step diffusion,
the change of coverage for up-step diffusion is propor-
tional to J�1� �n�1���n�1 � �n� � J��n�1 � �n��n.

The terms for up-step and down-step diffusion have
the same magnitude but opposite signs. Both terms can be
combined by introducing a diffusion-corrected coeffi-
cient f, which accounts for the differences in diffusion
behavior, resulting in

d�1
dt

� J�1� �1� � fJ��1 � �21�;

d�n
dt

� J��n�1 � �n� � fJ��2n�1 � �n�1 � �2n � �n�

n > 1:

(2)

The diffusion-corrected coefficient is a measure of the
fraction of adatoms diffusing up- or down-step. For
down-step diffusion 0< f < 1 (layerlike growth), and
for up-step diffusion f < 0 are valid (islandlike growth).
For the SM growth mode, f � 0. f <�1 applies for such
cases where atoms from an existing layer diffuse up-step.
Equation (2) can be used to calculate the coverage of any
individual layer for a given diffusion-corrected coeffi-
cient f (Fig. 1). The case of f � 1 [Fig. 1(a)] is similar to
FM growth where the coverage of any layer increases
very quickly. The rate of coverage reduces when the cover-
age approaches 1. This effect is similar to an increased
diffusion distance for adatoms on the individual terraces.
Such growth behavior is frequently observed in a variety
of different systems and causes deviation from the perfect
FM growth mode [7]. For f � �1 [Fig. 1(b)], the cover-
age of all layers increases very slowly, and a number of
layers grow simultaneously, resulting in island growth
mode. By varying only f, one can adapt the model growth
behavior to the different growth modes, such as FM, SM,
and VW.
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Based on the above calculation, the variations of the
adsorbate and substrate Auger signals (IAand IS) can be
calculated via

IA
I1A

� �1� �A
A���1 � � A

A �2 � ��A
A�

2�3 � ��A
A�

3�4

� � � � � �� A
A �n�n�1 � � � �	; (3)

IS
I0S

� 1� �1� �A
S ���1 � � A

S �2 � ��A
S �

2�3 � ��A
S�

3�4

� � � � � �� A
S �n�n�1 � � � �	; (4)

where I1A is the Auger signal from a very thick adsorbate
layer, I0S is the Auger signal of the clean substrate, and �A

A
and �A

S are the transmission coefficients of Auger elec-
trons of the adsorbate and substrate through the adsorbate
matrix, respectively. In Eqs. (2)–(4), the transmission
coefficient � and diffusion-corrected coefficient f are
variables which allow the fitting of the experimentally
determined AES signals. For example, assuming �A

A �
0:81, the variation of Auger signals can be calculated for
different diffusion-corrected coefficients f as a function
of adsorbate thickness (Fig. 2). For comparison, the curve
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originating from FM growth was included in Fig. 2.
Variations of f reflect the different variations of the
AES signals originating from different growth modes.
By fitting similar nonlinear curves with the DCSM
model, quite different values of f can be obtained. A
variation of f from 1 towards negative values allows
one to conclude on rather layerlike, SM, and islandlike
growth modes. Similar formulas [Eqs. (2)–(4)] can be
used for x-ray photoelectron spectroscopy (XPS) data.
LEIS data depend only on the total coverage, and can
therefore be fitted by Eq. (2).

During the deposition of Cr, AES and STM measure-
ments were carried out in a commercial multichamber
molecular beam epitaxy system. Details of the system are
described elsewhere [19,20]. We performed two different
types of deposition experiments (i) and (ii). In experiment
(i) Cr (99:99 at:%) was deposited via electron beam
evaporation at room temperature and the nominal thick-
ness was measured with a quartz balance. These films
were used to calibrate the nominal film thickness via AES
measurements [21]. The AES and STM measurements
were performed in a chamber, which is equipped with
an electrically heated evaporation source based on a
tungsten filament basket [experiment (ii)]. In such experi-
ments, the AES spectra can be recorded continuously
during the evaporation of Cr via deliberate arrangement
of the Cr source, the substrates, and the AES spectrome-
ter. In this chamber, a quartz balance was again applied
to monitor the growth rate. It was shown that during one
deposition process (typically 30 min) no significant
variation in growth rate was observed. Cr was deposited
at a rate of 0:18 �A=min onto single crystal �0001�Al2O3

and �100�SrTiO3 substrates under the same conditions.
The substrate cleaning procedure is described elsewhere
[20–22]. Considering the cube-on-cube orientation rela-
tionship of Cr on �100�SrTiO3 [22] and the surface atom
FIG. 2. The calculated variation of Auger signals with thick-
ness, using different diffusion-corrected coefficients f. The
transmission coefficient � was taken as 0.81.
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density of �100�SrTiO3 (1:31
 1015 cm�2), one mono-
layer of Cr corresponds to a thickness of 1:58 �A. AES
spectra were recorded with a double-pass cylindrical
mirror analyzer at a constant flux of 20 �A of primary
electrons and a primary energy of 3 keV. Auger signals
from the substrate and Cr overlayer were recorded in the
direct EN�E� mode and the spectra were differentiated to
obtain the Auger peak-to-peak heights (APPH). The
common Auger transitions of Cr LVV (571 eV) and O
KLL (503 eV) were taken as the signals from the adsor-
bate and substrates, respectively. LVV and KLL denote
Auger processes involving the K, L, and V shells. All
STM measurements were conducted with Pt-Ir tips at a
tunneling voltage Ut � 1� 2 V and tunneling currents
It � �0:2–0:5 nA.

Figure 3 shows the Auger signals as a function of Cr
thickness. The APPH values of Cr and O have been
normalized by the intensity values recorded from thick
FIG. 3. Normalized Auger peak-to-peak height for Cr LVV
(571 eV) and O KLL (503 eV) spectra plotted as a function of
Cr coverage. (a) Cr deposition on (100) SrTiO3 at room tem-
perature; (b) Cr deposition on (0001) Al2O3 at room tempera-
ture. The dashed lines are the curves fitted using the DCSM
model (see text).
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FIG. 4. 19 nm
 60 nm STM image of a Cr layer (clusters)
deposited on (100) SrTiO3 at room temperature (0.4 nm nomi-
nal thickness).
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Cr films (I1Cr;Cr=SrTiO3
and I1Cr;Cr=Al2O3

), and the correspond-
ing clean SrTiO3 (I1O;SrTiO3

) and Al2O3 (I1O;Al2O3
) substrates,

respectively.
The absence of breaks in the curves alone does not

exclude the operation of the FM growth mode. In the
Cr=SrTiO3 and Cr=Al2O3 systems, AES signals at the
same rate scale present different variations with thick-
ness in Figs. 3(a) and 3(b). Fitting both curves with
the SM model resulted in fully different transition coef-
ficients �Cr

Cr and �Cr
O , which, however, should be identi-

cal. By fitting the data with the DCSM model, i.e.,
Eqs. (2)–(4), the variables f and � can be determined.
The inelastic mean-free paths � of AES electrons can be
calculated using the formula from Seah et al. [23] or the
TPP-2 formula [24] resulting in � � �13� 1� �A and � �
�11� 1� �A for the Cr LVV (571 eV) and O KLL (503 eV)
Auger electrons passing through a Cr matrix. Following
the definition of �, the transition coefficient � can be
calculated from the expression � � dm=�1� �� cos� [9]
(dm � 1:58 �A; � � 42 is the effective mean acceptance
angle of the analyzer) as �Cr

Cr � 0:835� 0:015 and �Cr
O �

0:805� 0:02. Our best fit with the DCSM model (dashed
lines in Fig. 3) resulted in fCr=SrTiO3

� �0:2� 0:1, �Cr
Cr �

0:835, and �Cr
O � 0:79 for the Cr=SrTiO3 system, and

fCr=Al2O3
� �1:2� 0:1, �Cr

Cr � 0:86, and �Cr
O � 0:815 for

the Cr=Al2O3 system, respectively. The transmission co-
efficients obtained from the DCSM simulation and those
calculated above are in good agreement for both sys-
tems. f < 0 indicates that Cr grows in the form of islands
on both substrates. For identical coverage, a more nega-
tive value of f corresponds to a lower density of Cr islands
and/or less complete wetting. For example, equal island
densities in the Cr=SrTiO3 and Cr=Al2O3 systems would
lead to the conclusion that Cr is wetting the SrTiO3

surface better than the Al2O3 surface, which corresponds
to a higher interfacial energy for the Cr=Al2O3 system or
to weaker interfacial bonding.

Figure 4 shows a STM image of Cr clusters on the (100)
surface of SrTiO3 after deposition of a nominal thickness
of 0.4 nm of Cr. As expected from AES measurements, Cr
exhibits VW growth.

In summary, we have shown that the DCSM model is a
useful tool to obtain quantitative information about the
initial stage of thin film growth, especially in the case of
106105-4
island growth. The magnitude of the diffusion-corrected
coefficient f is a direct measure of the interaction be-
tween overlayers and substrates. The model can be applied
to fit experimental results based on AES, XPS, and LEIS
measurements or other in situ spectroscopic observations
of thin film growth.
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